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A B S T R A C T   

The control of tritium (3H) in liquid-based tritium breeding blankets (TBBs) is one of the key points to assure 
their correct performance to prove the 3H sufficiency. For that, electrochemical sensors are a good option for 
tritium quantification since they can perform in-situ and online measurements. 

One of the multiple challenges for hydrogen detection is to find suitable materials that can operate at high 
temperatures and in harsh environments. In this context, perovskite-type ceramics, such as BaCe0.6Zr0.3Y0.1O3-α 
(BCZY), have elevated proton conductivity and exceptional stability even in reducing atmospheres and at 
elevated temperatures, which make them strong contenders for high-temperature hydrogen sensing applications. 

In the present study, we describe the development of a dual-mode hydrogen sensors based on 3D-printed 
BCZY, which allows a high degree of design flexibility. Crucible geometries were tested and characterized 
using X-ray diffraction and scanning electron microscopy. Electrochemical sensors were constructed and char-
acterized at 400, 450 and 500 ◦C in both, amperometric and potentiometric configuration. The results demon-
strated the capability of 3D-printed BCZY sensors for hydrogen detection in fusion reactors, offering a 
breakthrough solution for monitoring fusion processes.   

1. Introduction 

The progress in the search for cleaner and more efficient energy 
sources has led to a growing interest in nuclear fusion as a promising 
alternative. However, the precise and reliable measurement of hydrogen 
isotopes at high temperatures is one of the challenges in the practical 
realization of this process. Traditional offline analytical methods cannot 
measure the dynamic changes that occur during high-temperature 
hydrogen processes. As a result, in-situ measurement tools capable of 
real-time monitoring are clearly needed. Within this context, electro-
chemical devices are a great option because of its low power re-
quirements, excellent repeatability and accuracy [1], also in fusion 
applications. 

For high temperature applications, electrochemical sensors can use 
both molten salts like CaCl2 + CaH2, as proposed by Holstein et al. [2–4], 
or proton-conducting solids as electrolytes. In the latter case, perovskite- 
structured oxides are great candidates since they present proton con-
duction typically from 300 to 1000 ◦C [5]. Perovskite oxides are char-
acterized by their ABO3 composition, where A is typically occupied by 
large cations and B by transition metals. This structure creates an 

octahedral assembly of corner-sharing oxygen atoms surrounding the B- 
site cations. This structural arrangement in oxide perovskites is crucial 
for understanding the Grotthuss ionic conduction mechanism [6]. The 
mobility of ions in these structures is caused by oxygen vacancies and 
the mobility of ions in the octahedral sites. At high temperatures, ther-
mal energy provides sufficient activation for protons to overcome en-
ergy barriers and jump from one oxygen site to another [7,8]. The 
oxygen atoms act as proton acceptors and donors, enabling the transfer 
of protons through the material using hydrogen bonds. Hydrogen bonds 
can be easily broken and reformed, allowing for the rapid transfer of 
protons. As a result, protons can move through the perovskite-structure 
oxide, facilitating ionic conductivity [9]. 

The use of these proton-conductor materials as solid-state electro-
lytes allows the sensors to work in the two most common modes of 
operation: amperometric, which measure current, and potentiometric, 
which measure potential difference. Amperometric sensors typically are 
more adequate for the determination of low hydrogen concentrations of 
the analyte with high sensitivity, while potentiometric sensors are better 
to determine high concentrations [10]. 

Conventionally, uniaxial pressure is the technique used to shape this 
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type of materials [11,12]. This method is easy and inexpensive; how-
ever, it is limited to the production of disk-shaped specimens with a 
fixed geometry. This shape difficult the sealing process of the electrolyte 
in the sensor’s structure for the industrialization of the process [13]. To 
address this challenge, alternative shaping techniques like ceramic mold 
casting [13], cold isostatic pressure (CIP) [14] or 3D printing [15] can be 
employed. It is worth mentioning that, slip casting may present cracks 
during the pouring process or when removing the sample from the mold, 
whereas cold isostatic pressure typically involves CNC (Computer Nu-
merical Control) machining of the green body. In contrast, 3D printing 
technologies, such as stereolithography, offer a more convenient alter-
native with fewer drawbacks compared to traditional methods. 

In the present work, dual-mode electrochemical sensors able to 
measure in both, amperometric and potentiometric mode, were devel-
oped and tested. For that, one-end closed tubes of BaCe0.6Zr0.3Y0.1O3-α 
proton-conductor perovskite material were 3D-printed using stereo-
lithography. This ceramic was selected according to previous works 
[15–17]. Then, the samples were characterized after a debinding and 
sintering process using X-ray diffraction (XRD) to determine the crystal 
structure and a scanning electron microscope (SEM) to evaluate the 
layers adhesion and the sintering quality. Finally, electrochemical sen-
sors were characterized at different hydrogen partial pressures at 
400 ◦C, 450 ◦C and 500 ◦C. The sensitivity, response and recovery time, 
precision, and accuracy were evaluated in both configurations. 

2. Materials and methods 

2.1. BaCe0.6Zr0.3Y0.1O3-α shaping and characterization 

The proton conductor material used as electrolyte, BaCe0.6Z-
r0.3Y0.1O3-α (ID code: BCZY), was prepared as described in previous 
works [16]. Then, crucibles were obtained (OD: 13 mm, ID: 11 mm, 
Length: 50 mm) using a stereolithography 3D printer. The slurry prep-
aration and the printing process were performed by Lithoz Gmbh in 
Vienna. A debinding thermal program was performed to the green body 
at 450 ◦C for 86 h. Then, a sintering thermal program was applied at a 
rate of 5 ◦C⋅min− 1 until 1700 ◦C – 2 h, followed by 1650 ◦C – 12 h. 

The Archimedes principle was used to determine the bulk density of 
the crucibles. Samples were also analysed using X-Ray diffraction (XRD, 
Malvern Panalytical Empyrean, Cu Kα radiation). A Jeol JSM-5310 

scanning electron microscopy (SEM) was employed to determine the 
3D printing and the sintering quality. 

2.2. Sensor construction 

Sensors were constructed as depicted in Fig. 1. 
As shown in Fig. 1, the 3D-printed BCZY crucibles (1) were coated 

with Pt to act as electrodes (2). Then, the platinized samples were cured 
at 1000 ◦C − 1 h. The crucibles were bound to an alumina tube (3) (Ø15 
mm, 2 mm thickness, Length: 200 mm) using a glass cement (4). The 
sealant was cured at 900 ◦C − 30 min. The heating and cooling were 
controlled (150 ◦C⋅h− 1) to prevent cracks in the sealant. Then, the 
platinum electrodes were connected to a potentiostat using platinum 
wires (5). The constructed sensor can work both, amperometric and 
potentiometric mode. The external face of the platinized crucible was 
the working electrode (WE) and the inner face was the reference (RE) or 
the counter (CE) electrodes. The RE/CE electrode gas was introduced in 
the interior of the sensor using an alumina tube (6). This RE/CE gas inlet 
tube and the RE/CE platinum wire were inserted through a stainless- 
steel feedthrough (7) to electrically insulate the RE/CE electrode from 
the surroundings. 

2.3. Electrochemical measurements 

Sensors were tested inside a reactor (see Fig. 2) made of stainless- 
steel. Temperature was PID-controlled using a 1.5 kW heating element 
and a K-type thermocouple. 

As shown in Fig. 2, the extreme of the thermocouple was placed near 
the sensor. This temperature was considered as the WE temperature. The 
system was finally covered with glass wool to assure a stable 
temperature. 

Measurements were performed at 400, 450 and 500 ◦C using a 
Metrohm Autolab PGSTAT204 potentiostat. The hydrogen mixtures 
used for the experiments were obtained by mixing a 1000 ppm (1 mbar) 
H2 in Ar calibration mixture with argon (quality 5.2). The gases supplier 
was Carburos Metálicos. Gas mixtures were done with Bronkhorst EL- 
FLOW flow controllers. 

When the sensors worked in potentiometric configuration, it oper-
ated like a concentration cell. In this case, the WE hydrogen concen-
tration ranged between 0.020 and 1.000 mbar H2 in argon. A calibration 

Fig. 1. Scheme of the constructed sensors. (WE: Working electrode; RE: Reference electrode (potentiometric mode), CE: Counter-electrode (amperometric mode)).  
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mixture of 1.000 mbar of H2 in Ar was used in the RE. The different H2 
partial pressure in the electrodes caused a potential difference, which is 
described with the Nernst equation: 

ΔE =
RT
2F

⋅ln
(

PH2 RE
PH2 WE

)

(1) 

In contrast, in the amperometric mode, the WE H2 partial pressure 
ranged between argon and 0.040 mbar H2. In this case, when a potential 
difference is applied between electrodes, the following electrochemical 
reaction happens in the WE: 

H2(g) → 2H+ + 2e− (2) 

Thus, protons generated can move through the BCZY electrolyte 
from the WE to the CE. In order to evacuate the hydrogen generated in 
the CE, an argon flow is used as purging gas in this electrode. Therefore, 
a calibration curve can be obtained between the corrected intensity and 
the PH2. The intensity was corrected by subtracting the signal obtained 
with pure argon to all the current measurements. 

3. Results and discussion 

3.1. Crucibles characterization 

3D-printed specimens were sintered in air at 1700 ◦C for 2 h, fol-
lowed by 1650 ◦C for 12 h. In previous works, specimens obtained with 
extrusion-based 3D printing needed a sintering process at 1700 ◦C − 1 h 
[31]. Nevertheless, the specimens obtained in this work presented more 
organic binders, which needed a longer sintering process to achieve high 
densification. Crucibles’ bulk density was determined after the sintering 
thermal process in order to evaluate the densification of the pieces. The 
measured density was (6.09 ± 0.05) g⋅cm− 3, which corresponded to a 
densification of (97.9 ± 1.0) % compared to the theoretical density [18]. 
This value was high-enough in order to assure a gas-tight solid-state 
electrolyte [19]. Fig. 3A and B show the surface and cross-section of the 
crucibles by SEM after sintering. 

As can be observed in Fig. 3-A, a dense surface could be observed. No 
imperfections or cracks could be appreciated. In Fig. 3-B it is shown that 
the printing layers could not be appreciated in the cross-section image. 
This fact indicated good adhesion between the layers that composed the 
crucibles. In addition, no channels that could negatively impact in the 
gas-tightness could be appreciated. 

Crystal structure of the crucibles was also evaluated using X-ray 
diffraction (see Fig. 4). 

The XRD pattern (Fig. 4) shows that sintered samples presented a 
cubic perovskite phase (ICDD # 04-017-6645, Pm-3 m). However, it can 
also be observed few small peaks that, after a phase identification, were 
associated to Ba5(OH)(PO4)3 (ICDD # 01-078-1141, space group P63/ 
m). This product was generated during the debinding and sintering 
process as an undesired reaction between the compounds used in the 
slurry preparation for 3D-printing and the barium present in the BCZY 
ceramic. In order to quantify these phases, the pattern was Rietveld 
refined. The quantities were 92.4 % for BCZY and 7.6 % for Ba5(OH) 
(PO4)3. Although this last value seems significant, the actual effect will 
be addressed in the electrochemical results sections. Finally, the lattice 

Fig. 2. Scheme of the reactor used for the electrochemical measurements.  

Fig. 3. Micrographs of 3D printed crucibles after the sintering thermal process: (A) surface and (B) cross-section.  
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parameter obtained after the Rietveld refinement was 4.3310 Å. The 
theoretical value was 4.3300 Å. Therefore, the discrepancy between the 
experimental and the theoretical lattice parameter was 0.02 %, which 
indicates that there was no significant barium volatilization [20] and the 
presence of the abnormal phase did not significantly disturb the cubic 
structure of BCZY. 

3.2. Potentiometric mode 

3.2.1. Sensors’ calibration 
Once the sensors were constructed, they were evaluated in potenti-

ometric configuration at 400, 450 and 500 ◦C. Measurements were 
performed between 0.020 and 1.000 mbar of H2 in Ar using three 
different sensors. As example, Fig. 5 shows the ΔE – time plot at different 
H2 partial pressures at 400 ◦C. 

Fig. 5 shows quick variations in the ΔE after changing the H2 partial 
pressure. As described by the Nernst equation, the potential decreased 
when the concentration in the WE increased. It can also be observed low 
oscillation (<1 mV) in the ΔE after the stabilization of the signal. Cali-
bration plots were obtained by plotting the stabilized potential at each 
partial pressure in front of the ln(PH2,WE). 

Fig. 6 depicts the calibration curves obtained at 400, 450 and 500 ◦C. 
Curves predicted with the Nernst equation are also represented. The 
standard deviation between measurements was indicated with error 
bars. 

Fig. 6 shows that a linear trend was obtained at the three tempera-
tures evaluated. At 400 ◦C, the linear range was observed between 0.020 
and 0.500 mbar. At 450 ◦C and 500 ◦C, the linear range was widened to 

0.020 – 1.000 mbar. In all the cases, it could be observed low deviations 
with respect the Nernst equation (dotted line). The sensors showed great 
reproducibility, as indicated by the small error bars in Fig. 6. Table 1 
shows the calibration curves data obtained at each temperature. 

Table 1 shows a linear trend between the ΔE and the ln(PH2), since 
the R2 were higher than 0.99 [21]. Moreover, when the slopes and the Y- 
intercepts were compared with the theoretical ones (Nernst equation), in 
all cases low deviations were obtained. The maximum deviation in the 
slope was –3.9 % at 500 ◦C, while the maximum deviation in the Y- 
intercept was –6.1 % at 400 ◦C. All the deviations were lower than 10 %. 
Thus, the sensors showed a nernstian behavior. Limit of detection (LOD) 
was also calculated, according to [22], and it was 0.008 mbar at the 
three temperatures. 

3.2.2. Dynamic response-recovery curve 
Response and recovery time was also measured after the determi-

nation of the nernstian behavior. For that, a dynamic response and re-
covery curve (DRR curve) was performed. The initial H2 concentration 
was stablished at 0.020 mbar. This value was considered as the recovery 
concentration since it is the lowest concentration within the calibration 
curve. Then, hydrogen concentration was increased randomly between 
0.030 and 1.000 mbar of H2 in Ar. After the stabilization of the potential 
difference of each concentration, the initial partial pressure was recov-
ered (0.020 mbar). Response and recovery times were calculated as the 
period needed to achieve a 90 % of the steady potential [23]. As an 
example, Fig. 7 shows a DRR curve obtained at 400 ◦C. 

Fig. 7 shows a quick detection of hydrogen partial pressure changes. 
Moreover, the initial concentration (0.020 mbar) was recovered in all 

Fig. 4. X-ray diffractogram of 3D-printed crucibles after the sintering thermal process.  

Fig. 5. Potential difference vs. time at each H2 partial pressures obtained with the electrochemical sensor working in potentiometric configuration at 400 ◦C.  
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the cases, i.e. no memory effect is detected. The potential differences 
registered at all the partial pressures were similar to those used in the 
calibration curves. Therefore, with the curves obtained at each tem-
perature, the response and recovery times were plotted in Fig. 8. 

As it is shown in Fig. 8, the response time was similar at 400 ◦C and 
450 ◦C (55 s and 47 s, respectively) and slightly higher at 500 ◦C (76 s). 
In terms of recovery time, it can be observed that the lower the tem-
perature, the faster the recovery was. The recovery times were 76 s, 94 s 

and 115 s at 400, 450 and 500 ◦C, respectively. In general, the response 
times were lower than 80 s and the recovery times were lower than 115 s 
at the three temperatures evaluated. 

3.2.3. Accuracy and precision 
In a new experiment, samples of 0.200 mbar of H2 in Ar were 

measured in triplicate. It’s important to note that this H2 partial pressure 
wasn’t included in the calibration curve. This choice was made to 
measure the accuracy and precision in the lower region of linearity 
(0.020 – 1.000 mbar). Accuracy was determined as the percentage re-
covery between the measured partial pressure, which is calculated using 
the calibration curve, and the nominal value. Precision was calculated as 
the coefficient of variation (CV) of the replicates, as detailed in Table 2. 

In Table 2, sensor measurements closely approximated nominal 
partial pressure, as indicated by the recoveries, which fell within the 
acceptable range defined by the Association of Official Analytical 
Chemists (AOAC, 95 % – 105 % [24]). Precision exhibited consistent 
behavior across all three temperatures, with CV ranging from 0.8 % to 
1.1 %. Comparing these values to the accepted criteria (<4%) [25], it 

Fig. 6. Calibration curves obtained at (A) 400 ◦C, (B) 450 ◦C and (C) 500 ◦C.  

Table 1 
Calibration curves data of the sensors and Nernst equation values.  

T /◦C Slope Y–intercept R2 

Exp. /mV Nernst /mV Error/% Exp. /mV Nernst /mV Error /% 

400  –28.15  –29.00  –2.9  –188.18  –200.34  –6.1  0.9982 
450  –30.31  –31.17  –2.7  –204.34  –215.30  –5.1  0.9965 
500  –32.02  –33.31  –3.9  –225.96  –230.10  –1.8  0.9964  

Fig.7. DRR curve obtained at 400 ◦C in potentiometric mode.  

Fig. 8. Response and recovery times obtained at the temperatures evaluated in 
potentiometric mode. 

Table 2 
Accuracy and precision data in potentiometric configuration.  

Temperature/◦C Measured H2/mbar Accuracy(Rec/%) Precision (CV/%) 

400  0.207  103.4  1.1 
450  0.208  103.9  0.8 
500  0.192  96.0  1.1  

A. Hinojo et al.                                                                                                                                                                                                                                  
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demonstrates the sensors’ high measurement precision. Then, the sen-
sors reliably provide accurate measurements within the tested linear 
range. 

3.3. Amperometric mode 

3.3.1. Applied voltage determination 
First, the applied voltage between electrodes was determined. For 

that, a concentration in the WE of 0.040 mbar was fixed and the in-
tensity was measured when 50 mV, 150 mV, 250 mV and 500 mV were 
applied between electrodes. The results are shown in Table 3. 

As can be observed in Table 3, the current registered at 50 mV (151 
µA) was significantly low compared with the intensities registered at 
higher voltages. At 150 mV, the maximum current flowed between the 
WE and the CE (700 µA). Similar current was obtained at 250 mV (690 
µA). When 500 mV were applied, the current decreased significantly to 
510 µA. 

The increase in current from 50 to 150 mV can be attributed to the 
rise in the applied voltage, indicating a charge transfer potential region 
within this voltage range. Note that, at applied potentials higher than 
150 mV, small variations of the measured current were observed sug-
gesting a diffusion-controlled potential region [10,26]. Therefore, the 
voltage that was decided to be applied between electrodes was 150 mV. 

3.3.2. Sensor’s calibration 
Then, calibration curves were obtained with the sensors by applying 

150 mV between WE and CE. Sensors were evaluated between pure Ar 
and 0.034 mbar H2. For instance, Fig. 9 shows the measured current vs. 
time at 400 ◦C. 

Fig. 9 shows that, when 0.010 mbar of H2 were injected in the WE, a 
very small increment in the current was detected by the sensor (0.3 µA of 
increment). In contrast, from 0.020 to 0.028 mbar, the steps were 
significantly higher (10 µA of increment after each step). Finally, from 
0.028 mbar to 0.034 mbar, the intensity increment was slightly lower (3 
to 5 µA of increase). 

To deeply evaluate the sensors, calibration curves were obtained by 
plotting the corrected intensity vs. PH2 at each temperature (see Fig. 10). 
The corrected intensity was obtained by subtracting the argon signal to 
all the measurements. Error bars represents the standard deviation be-
tween three different sensors. 

In Fig. 10 is depicted that a linear trend was obtained at the three 
temperatures evaluated. At 400 ◦C (Fig. 10-A), linear range was deter-
mined between 0.020 mbar and 0.030 mbar. In contrast, at 450 ◦C the 
linearity was observed between 0.012 mbar and 0.024 mbar. At 500 ◦C, 
a similar behavior was observed, with a linear range between 0.010 and 
0.022 mbar. The linear range was displaced to lower values when the 
temperature increased. This was attributed to the rise in conductivity 
with the temperature [27,28]. In addition, note that the error bars in 
Fig. 10 showed good reproducibility between sensors. The calibration 
curves and the limit of detection (LOD) [22] obtained at each temper-
ature are shown in Table 4. 

As can be observed in Table 4, at 400 ◦C, the slope i.e., the sensitivity 
of the sensors, was 3.4⋅103 µA⋅mbar− 1 between 0.020 and 0.030 mbar. 
In contrast, at 450 ◦C, sensitivity was 20 times higher than at 400 ◦C 
(6.6⋅104 µA⋅mbar− 1), with a lower limit of detection (0.002 mbar) and a 
linearity in lower hydrogen partial pressures (0.012 – 0.024). At 500 ◦C, a slightly lower sensitivity was observed (4.7⋅104 µA⋅mbar− 1) with also a 

slightly displaced linear range to lower hydrogen partial pressures 
(0.010 – 0.022 mbar). The increase of sensitivity observed from 400 ◦C 
to 450 ◦C – 500 ◦C was also attributed to the increase in proton con-
ductivity with the temperature [27,28]. 

3.3.3. DRR curve 
Similar to the measurement performed in potentiometric mode, a 

DRR curve was performed with the sensors in amperometric configu-
ration. Initially, argon was introduced into the working electrode (WE), 

Table 3 
Current vs applied voltage at 500 ◦C with 0.040 mbar H2 in the 
WE.  

Applied voltage / mV Current / μA 

50 151 
150 700 
250 690 
500 510  

Fig. 9. Measured current vs. time when 150 mV were applied between elec-
trodes at 400 ◦C. 

Fig. 10. Calibration curves obtained in amperometric configuration at (A) 
400 ◦C, (B) 450 ◦C and (C) 500 ◦C. 

A. Hinojo et al.                                                                                                                                                                                                                                  
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which served as the recovery concentration. The hydrogen partial 
pressures were randomly changed between 0.020 and 0.030 mbar at 
400 ◦C, and from 0.010 to 0.022 mbar at 450 ◦C and 500 ◦C. Once the 
response had stabilized, a pure argon flow was reintroduced in the WE 
(Fig. 11). 

Fig. 11 indicates that a rapid rise in the intensity was observed with 
each hydrogen partial pressure step. Furthermore, it is observed that 
signal consistently returned to recovery signal after each decrease in 
hydrogen concentration. Therefore, in Fig. 12 were plotted the response 
and recovery times at each working temperature. Error bars were 
calculated by considering three different sensors and all the measure-
ments performed at different concentrations of H2. 

The fastest response time was achieved at 450 ◦C (176 s), as shown in 
Fig. 12. At 400 ◦C and 500 ◦C, the response times were higher: 265 s and 
358 s, respectively. Recovery times were very similar at the three tem-
peratures (25 – 39 s). 

3.3.4. Accuracy and precision 
Finally, the accuracy and precision of the sensors were evaluated in a 

new series of experiments. The same procedure used in potentiometric 
mode was followed. In this case, samples of 0.025 mbar H2 were tested 
at 400 ◦C while samples of 0.015 mbar H2 were tested at 450 ◦C and 
500 ◦C. These specific partial pressures were selected to ensure they fell 
within the range covered by the calibration curve obtained at each 
respective temperature. These parameters are described in Table 5. 

Table 5 displays the measured values obtained by the sensors when 
exposed to each H2 sample, specifically 0.025 mbar at 400 ◦C and 0.015 
mbar at 450 ◦C and 500 ◦C. The measured values aligned with the 
nominal partial pressure, as indicated by the recoveries. The recoveries 
ranged between 97.7 % and 104.5 %, falling within the accepted range 
criteria set by the AOAC (95 – 105 % [24]). In terms of precision, similar 
behaviour was observed at all three temperatures, with coefficients of 
variation ranging between 0.5 % and 1.4 %. When comparing these 
values with the accepted criteria of < 4 % [25], high measurement 
precision is obtained. Thus, it can be concluded that the sensors can 
provide reliable measurements in the range evaluated. 

Overall, the sensors exhibited exceptional sensitivity, accuracy, and 
precision in both modes. Regarding response and recovery times, they 
also offered, fast and equilibrated response and recovery times in 
potentiometric mode and a very fast recovery time in amperometric 
mode. Finally, the complementary linear ranges of operation between 

both modes expanded the sensors’ operational capabilities, making 
them highly versatile and adaptable to various scenarios. 

4. Conclusions 

BaCe0.6Zr0.3Y0.1O3-α was effectively shaped into closed tubes using 
stereolithography, exhibiting high layer adhesion and densification 
(97.9 %). The XRD analysis confirmed the presence of BCZY cubic phase 
with impurities of Ba5(OH)(PO4)3. This undesirable phase had a minor 
impact on sensor’ performance. 

In potentiometric mode, the sensors displayed Nernstian behavior 
across evaluated temperatures, with low deviations (≤3.9 % in the 
slope, ≤ 6.1 % in the Y-intercept). Response times were consistently 
under 90 s, with recovery times below 125 s. Accuracy and precision met 
AOAC criteria, with recoveries of 96 % − 104 % and coefficients of 
variation under 1.1 %. 

Amperometric mode showed sensitivity variations with temperature, 
peaking at 450 ◦C (6.6⋅104 µA/mbar) and 500 ◦C (4.7⋅104 µA/mbar). 
Linearity shifted with temperature, covering complementary pressure 
ranges to potentiometric mode. Response times were under 358 s, with 
recovery times always below 40 s. Accuracy and precision also met 
AOAC criteria, with recoveries of 98 % − 105 % and coefficients of 
variation under 1.4 %. 

Note that the best sensitivities in amperometric mode were obtained 
at 450 ◦C and 500 ◦C, extending the range of detectable hydrogen partial 
pressures of potentiometric mode. This versatility positions these sen-
sors as promising tools for various applications, offering real-time, ac-
curate, and precise measurements of low hydrogen partial pressures. 

Table 4 
Calibration curves obtained in amperometric mode and LOD.  

T / 
◦C 

Calibration curves R2 Linearity /mbar LOD 
/mbar 

400 (I/µA) = 3.4⋅103⋅(PH2 /mbar)- 
55  

0.9982 0.020–––0.030  0.004 

450 (I/µA) = 6.6⋅104⋅(PH2 /mbar)- 
758  

0.9965 0.012–––0.024  0.002 

500 (I/µA) = 4.7⋅104⋅(PH2 /mbar)- 
443  

0.9964 0.010–––0.022  0.002  

Fig. 11. Dynamic response/recovery curve obtained at 450 ◦C in amperometric configuration.  

Fig. 12. Response and recovery times in amperometric configuration at 400 ◦C, 
450 ◦C and 500 ◦C. 

Table 5 
Accuracy and precision data obtained in amperometric mode.  

T 
/◦C 

Nominal PH2 / 
mbar 

Measured PH2 / 
mbar 

Accuracy(Rec 
/ %) 

Precision (CV / 
%) 

400  0.025  0.024  97.7  0.5 
450  0.015  0.016  104.5  0.7 
500  0.015  0.015  100.5  1.4  
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