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Summary

The rising use of artificially intelligent (AI) technologies, including generative AI tools,

in organizations is undeniable. As these systems become increasingly integrated into

organizational practices and processes, understanding their impact on workers' expe-

riences and job designs is critical. However, the ongoing discourse surrounding AI

use in the workplace remains divided. Proponents of the technology extol its benefits

for enhancing efficiency and productivity, while others voice concerns about the

potential harm to human workers. To provide greater clarity on this pressing issue,

this article presents a systematic review of empirical research that sheds light on the

implications of AI use at work. Organized under five inductively generated themes

within a multilevel framework, we uncover individual, group, and organizational fac-

tors that shape the interplay between humans and AI. Specifically, the themes are:

(1) human–AI collaboration; (2) perceptions of algorithmic and human capabilities;

(3) worker attitudes towards AI; (4) AI as a control mechanism in algorithmic manage-

ment of platform-based work; and (5) labor market implications of AI use. Our review

offers insights into these themes and identifies five pathways for future research.

Finally, we provide practical recommendations for organizational leaders seeking to

implement AI technologies while prioritizing their employees' well-being.

K E YWORD S

algorithmic management, artificial intelligence (AI), future of work, multilevel framework,
technology and work

1 | INTRODUCTION

Organizations worldwide are in the midst of a technological shift, often

referred to as the fourth industrial revolution (Schwab, 2016), the sec-

ond machine age (Brynjolfsson & McAfee, 2014), or the algorithmic age

(Danaher et al., 2017). This shift is re-shaping the nature of human

work, and a major driver of this change is the rapid development and

deployment of artificially intelligent (AI) technologies. These technolo-

gies are defined as “a collection of interrelated technologies used to

solve problems and perform tasks that, when humans do them, requires

thinking” (Walsh et al., 2019, p. 14). Examples of AI technologies

include: machine learning, which identifies patterns in large datasets via

varying degrees of human supervision; natural language processing,

which extracts, classifies, and translates written or spoken text; visual

recognition, which uses image recognition and machine vision; and deci-

sion support systems (Walsh et al., 2019). Generative AI is another sub-

set of artificial intelligence “that, based on a textual prompt, generates

novel content,” such as written text, music, and visual images (Stanford
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University, 2023, p. 3). While current forms of AI are classified as nar-

row AI, designed for specific tasks such as image classification (Boden,

2016), their growing integration into the workplace, alongside the accel-

erating development of more sophisticated forms of AI, carries impor-

tant implications for the nature of work.

The introduction of AI technologies into organizations has

sparked intense debates about its impact on workers and workplaces,

with highly polarized views. Some suggest that it will lead to signifi-

cant job losses (Frey & Osborne, 2017), while others argue that it will

optimize productivity and improve job quality (Jarrahi, 2018; Spencer,

2018). This polarization is compounded by broader societal narratives

that offer science fiction-based portrayals of emerging technologies

that can mischaracterize current AI systems (Cave et al., 2018). The

convergence of these factors can then lead workers to fear the use of

AI in their workplaces, regardless of its purpose, and generate nega-

tive worker outcomes such as lower commitment to work, cynicism,

and turnover (Brougham & Haar, 2018).

The current state of the discourse surrounding AI at work calls for

an integrative and systematic discussion of its impacts on individual

workers, teams, and organizations (von Krogh, 2018). Neither predomi-

nantly pessimistic nor predominantly optimistic views will fully capture

the nuanced effects of these technologies, given the differences in how

workers perceive them, what they are implemented to do, and the com-

plex socio-technical contexts into which they are deployed. At the same

time, there is a lack of integrative discussion on how AI (re)configures

work routines, work processes, and skills in practice (Meijer et al., 2021)

and how workers perceive these changes and respond (Bucher et al.,

2021). In this article, we provide a systematic review of empirical

research that examines the use of AI at work. At individual, group, and

organizational levels of analysis, we examine themes regarding human–

AI collaboration, human and algorithmic capabilities, human workers'

attitudes and experiences related to AI and algorithmic management,

and AI's effects on the labor market. By synthesizing existing studies

into a coherent multilevel framework, we make three interconnected

contributions to the fast-growing literature on AI in management.

First, we identify how AI is shaping the future of work by chang-

ing specific aspects of work processes and human worker experi-

ences. Doing so allows us to unpack research that investigates new

divisions of labor across human and AI capabilities (Jarrahi, 2018) and

the optimal interactions between AI systems and human skills to sup-

port organizational and worker effectiveness. We also shed light on

how human–AI collaboration influences and alters the nature of work

and the skills required to thrive in today's organizational landscape.

Second, our review presents a detailed account of employees'

attitudes towards AI use at work and their experiences of algorithmic

management, particularly via surveillance and control, in platform-

based work. Established technology acceptance models recognize that

employee attitudes are important predictors of technology use (Lee

et al., 2009). More positive attitudes will likely result in efforts to

upskill and functionally use the technology, whereas more negative

attitudes will likely result in resistance and poor uptake (Suseno et al.,

2022). Employees can also simultaneously hold positive and negative

attitudes towards AI depending on their perceptions of the

technology and their assessment of its costs and benefits

(Lichtenthaler, 2019). As such, our research builds knowledge of the

varied ways that employees construe AI, which provides an important

precursor to understanding how they will use it.

Third, by expanding the evidence base concerning how AI use

generates changes across workplaces and the workforce, our review

helps move beyond forecasting of what may occur in AI-enabled

workplaces to understanding what is occurring. Recent advances in

generative AI (e.g., ChatGPT developed by OpenAI) have prompted

academics, technology leaders, and even governments to reconsider

the use and implications of AI platforms. For example, several technol-

ogy leaders and government institutions have petitioned to halt fur-

ther development of such AI systems until implications for ethics,

education, and safety are fully examined (Vallance, 2023). We contrib-

ute to this ongoing discourse by focusing on empirical work that

shows how AI technologies operate in their contexts of use. Our

review informs organizational implementation strategies and will

assist leaders in managing the “human side” of their firms' AI use.

Overall, our aim is to generate critical insights to strengthen future

theorizing and empirical investigation of the outcomes of AI at work,

while also discussing how organizational leaders can embed AI sys-

tems to promote fairness, diversity, and effective decision making.

In the following section, we describe our search strategy and cod-

ing procedures, which underpin our approach for synthesizing the lit-

erature. Next, we discuss the themes that emerged across levels of

analysis. Finally, we highlight potential areas for future scholarly work

and offer actionable suggestions for practitioners implementing AI in

the workplace.

2 | LITERATURE SEARCH METHOD AND
ANALYSIS

2.1 | Search strategy

We searched for relevant articles using a four-step process, outlined

in Figure 1 as a PRISMA flowchart. First, we searched the Scopus

database using our search terms (see Box 1, Figure 1) and limited our

results to articles published in business/management and psychology1

subject areas. This initial search yielded 1730 articles. Second, articles

were screened for journal quality. To ensure an inclusive sample with

a focus on micro-level work, we included articles published in journals

ranked 3 or above in business/management (according to the Char-

tered Association of Business Schools journal list) or of any ranking if

published in the psychology subject area (see Box 2, Figure 1). In the

third and fourth steps, we manually screened the titles and abstracts

of the remaining articles (n = 363) to ensure that they had a tight

focus on the micro-level implications of AI use in relevant manage-

ment, organizational behavior, and organizational psychology outlets

(see Box 3, Figure 1, for exclusion criteria). This process resulted in

1Including this subject area allowed us to capture relevant work in applied and organizational

psychology.
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97 relevant articles. After excluding review or conceptual-only arti-

cles, we included 68 empirical articles to maintain our empirical focus.

2.2 | Coding procedures and approach to
organizing the literature

Following previous research (e.g., Büchter et al., 2020), we used a data

extraction form to obtain information from the articles, including their

objectives, theories used, research design, method features, and find-

ings. To ensure consistency in our data extraction and to assist with

this process, we trained four research assistants who hold advanced

degrees in business management. Using an inductive approach, we

then identified themes and categories and drew inferences about the

underlying topics of the articles in our review (Woo et al., 2017).

Instead of approaching the articles with a predetermined categoriza-

tion scheme, our inductive approach allowed the themes to emerge

organically through immersion in the corpus of work (for similar

approaches, see Conz & Magnani, 2020; Lightfoot et al., 2013).

The data extraction form provided an initial basis for clustering

papers according to their focus. Each paper was then read in full, with

the themes developing through a process of iteration and refinement.

F IGURE 1 Flow diagram of search
process.
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For instance, the “Human–AI Collaboration” theme (now Theme 1)

initially included work from “Perceptions of Human and Algorithmic

Capabilities” and “Worker Attitudes Towards AI” themes (now

Themes 2 and 3, respectively). But further immersion in the articles

led us to identify nuanced distinctions across the work. Some articles

explicitly compared human and algorithmic labor (which emerged as

Theme 2), while others focused on worker attitudes towards AI (which

emerged as Theme 3). The remaining themes then developed more

clearly as distinct work, such as a clear set of articles focused on algo-

rithmic management in platform work (Theme 4). Overall, our sample

is comprised of five themes. Each theme and example constitutive

articles are presented in Table 1.

In the following sections, we delve into our analysis of the five

themes that emerged from our review of the literature. These themes,

while interconnected, are distinct and have implications across multi-

ple levels of analysis: individual (e.g., individual-level attitudes,

TABLE 1 Key themes from empirical research on AI in the workplace.

Themes Description Example articles

Methods used (%

of papers in the
theme) Examples of theories used

1. Human–AI collaboration
(n = 20 papers)

This theme focuses on a

range of factors that can

facilitate or inhibit

effective human–AI
collaboration and identifies

outcomes of this

collaboration.

Individual level: Marikyan

et al. (2022); Sowa et al.

(2021); Tong et al. (2021)

Surveys (35%)

Experiments (25%)

Case study/

interviews (25%)

Multimethod/

mixed method

(15%)

Unified theory of acceptance

and use of technology; AI

aversion; job design

theory; conservation of

resources theory; social

exchange theory;

affordance theory

Group level: Pemer (2021)

Organizational level: Meijer

et al. (2021)

2. Perceptions of

algorithmic and human

capabilities

(n = 9 papers)

This theme contrasts

people's views of human

and algorithmic capabilities

and identifies how people

think about the

differences, benefits, and

limitations of AI taking on

previously human work.

Individual level: Pethig and

Kroenung (2022); Keding

and Meissner (2021);

Candrian and Scherer

(2022)

Experiments

(100%)

Organizational justice theory;

psychological contract

theory; signaling theory;

cognitive absorption

theory

Group level: Nil

Organizational level: Nil

3. Worker attitudes

towards AI

(n = 15 papers)

This theme focuses on

predominantly fear-based

worker responses to AI,

including the mechanisms

and outcomes of these

attitudes. A subset of

papers focus on facilitators

of positive worker

attitudes towards AI,

usually based on

technology acceptance

models.

Individual level: Ding (2021);

Innocenti and Golin

(2022); Leonard and Tyers

(2021)

Surveys (87%)

Ethnography (6.5%)

Mixed method

(6.5%)

Technology-organization-

environment framework;

technology acceptance

model; social cognitive

theory;

extended unified theory

of acceptance and use of

technology

Group level: Nil

Organizational level: Suseno

et al. (2022); Lingmont and

Alexiou (2020)

4. AI as a control

mechanism in

algorithmic management

of platform-based work

(n = 15 papers)

This theme focuses on

algorithmic management

and surveillance as control

mechanisms, and workers'

responses to these

practices, in a

predominantly gig work

context.

Individual level: Wood et al.

(2019); Glavin et al. (2021);

Duggan et al. (2022)

Case study (20%)

Interviews (20%)

Multimethod (20%)

Ethnography (13%)

Mixed method

(13%)

Other (13%)

Labor process theory;

boundaryless career

theory; alienation;

Foucault's ‘dispositive’
framework; identity

Group level: Kougiannou and

Mendonça (2021);

Schaupp (2022)

Organizational level: Huang

(2022); Veen et al. (2020);

Galière (2020)

5. Labor market

implications of AI use

(n = 9 papers)

This theme focuses on how

the deployment of AI is

impacting job growth and

skill demand and how its

use is differentially

affecting groups of

workers.

Individual level: Fossen and

Sorgner (2022); Egana-del

Sol et al. (2022);

Walkowiak (2021)

Surveys (67%)

Interviews (33%)

Resource-based view;

national innovation

systems; dynamic skill

theory; theory of

productive

complementarities
Group level: Akhtar et al.

(2019)

Organizational level: Yang

(2022); Acemoglu et al.

(2022)
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characteristics, and experiences); group (e.g., group and team pro-

cesses); and organizational (e.g., systems, culture, and leadership prac-

tices). We begin with the largest theme of human–AI collaboration

(n = 20 articles), followed by two themes that focus on employee-

level perceptions of and attitudes towards AI. We then discuss the

themes that center around AI's effects on a broader set of workers

and the labor market. Figure 2 provides an integrative framework that

synthesizes the key findings across our five themes.

3 | RESULTS

3.1 | Theme 1: Human–AI collaboration

The productivity and efficiency benefits of AI can only be realized

through intentional and functional collaboration between humans and

the technology. The future of work is frequently discussed in terms of

the importance of such human–AI collaboration (e.g., Jarrahi, 2018).

Essentially, this involves the application of AI systems to complement

or to augment human work, skills, or training, rather than simply repla-

cing workers with AI (Brynjolfsson, 2023). As AI has diverse applica-

tions, the specific ways in which it can support human workers are

varied and can include providing performance feedback (Tong et al.,

2021); using digital assistants (Malik et al., 2022); improving decision

making (Meijer et al., 2021; Trocin et al., 2021; van den Broek et al.,

2021); and enhancing customer interactions and service offerings

(e.g., Kim et al., 2022; Pemer, 2021). Our review identifies several fac-

tors and processes that either enable or hinder the realization of these

intended technological benefits at the individual, group, and organiza-

tional levels.

3.1.1 | Individual level

The nature of human–AI collaboration at the individual level is shaped

by various factors, including AI attributes, the effects of AI on tasks

and job designs2 and how these are experienced by employees, and

workers' attitudes towards AI. Higher satisfaction with the technol-

ogy's features, such as its performance on the task and fit to users'

needs (Nguyen & Malik, 2022a), led to favorable outcomes such as

increased job satisfaction (Nguyen & Malik, 2022a) and productivity

(Marikyan et al., 2022). Workers who perceive a good task-technology

fit, such as by viewing AI as undertaking repetitive tasks (Sowa et al.,

2021), being specialized to a task (Sowa & Przegalinska, 2020),

improving their decision making (Kawaguchi, 2021), and who perceive

good AI system quality (Nguyen & Malik, 2022b), were more likely to

value the technology, use it as intended, and improve their perfor-

mance. Our review also indicates that better human–AI collaboration

occurs when workers trust the AI, understand its nature and purpose,

and develop the skills to use it (Chowdhury et al., 2022).

The way that AI altered workers' job designs, and the associated

demands and resources they experienced, also exerted effects on the

F IGURE 2 Integrative framework of key findings.

2We do note that job and task design are often, at least initially, determined at an

organizational level. We position these factors at the individual level as the focus of these

articles reflects how people experience their work as a result of interacting with AI, rather

than a focus on how those AI implementation choices were made.
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nature of human–AI collaboration. For example, enhanced innovative

behaviors were observed when AI was applied to support job auton-

omy, job complexity, specialization, and information processing

(Verma & Singh, 2022). In a service work context, AI can enhance

workers' resources by reducing mental and physical fatigue and increas-

ing positive emotional states (Qiu et al., 2022). Such outcomes are also

facilitated by AI developers effectively combining machine intelligence

and human domain expertise, in conjunction with those human experts,

to create a human–machine learning hybrid work practice (van den

Broek et al., 2021). However, the use of AI can also generate demands

that impede its potential benefits. For example, AI use can increase

requirements for worker skill development (Verma & Singh, 2022) and

induce technology overload (Kim et al., 2022).

Individuals' algorithmic aversion, defined as resistance to the use

of algorithmic advice (Dietvorst et al., 2015), can also negatively affect

AI use, with workers' domain experience or level of expertise influenc-

ing the extent of this aversion. Workers with higher domain expertise

usually have higher algorithmic aversion, due to perceiving greater

accountability for AI-generated outcomes (Allen & Choudhury, 2022)

and believing they have superior capabilities to AI and therefore see-

ing little benefit in its use (Kim et al., 2022). The effects of this aver-

sion, however, can be marginally attenuated by allowing workers to

incorporate their knowledge alongside AI output (Kawaguchi, 2021)

or having greater human decision input overall (Haesevoets et al.,

2021). Workers with low domain expertise are also more likely to be

algorithmically averse, but due to lesser ability to assess and effec-

tively use AI's output (Allen & Choudhury, 2022). By contrast, workers

with moderate domain experience are usually more likely to use AI

and generate benefits from its use (Allen & Choudhury, 2022).

Relatedly, individuals' performance levels also influence their ability

to collaborate with AI systems effectively. Luo et al. (2021) found that

lower and higher ranked performers experienced fewer benefits from

AI feedback due to information overload and algorithmic aversion,

respectively. Conversely, middle-ranked performers achieved the best

outcomes from AI advice. These findings suggest that restricting feed-

back helps lower ranked performers assimilate the AI-generated advice.

Interestingly, a mix of AI and human coach advice improved outcomes

for both lower and higher ranked performers. In contrast to these find-

ings, Bader and Kaiser (2019) found that lower ranked performers

gained a cognitive advantage from AI through provision of specific and

helpful information to support customer interactions. Emerging evi-

dence regarding generative AI's effects on workers supports this, with

Brynjolfsson et al. (2023) showing that the introduction of a generative

AI conversational assistant led to lower skilled and novice customer

support workers gaining a productivity advantage, but with little gain

achieved by higher skilled and more experienced workers. However,

employees' attitudes towards AI also play a role. Related findings indi-

cate that disclosure of AI assistance to workers can generate distrust

and fear of displacement from the technology, which stifles potential

collaboration and dampens productivity benefits (Tong et al., 2021). But

individual-level resources such as longer tenure can provide buffering

social capital and attenuate this negative disclosure effect on human–AI

collaboration. Overall, this evidence points to the need for context-

specific and employee-centered design and presentation of output to

maximize how AI can support workers across different levels of perfor-

mance and experience.

3.1.2 | Group level

Pemer (2021) shows how occupational identity influences workers' use

of digital technologies, such as AI, and how it acts as a sensemaking tool

to shape how they approach the disruption these changes can bring.

While a sense of identity is interpreted by individuals, we position it at

the group level as occupational identity reflects a collective sense of

what an occupational group does, the boundaries of its expertise and

conduct, and the nature of its values and contributions, to form a view

of “who we are” (Heinzelmann, 2018; Nelson & Irwin, 2014; Pemer,

2021). How workers construe their occupational identity can facilitate

or inhibit their engagement with workplace digitalization. Workers in

occupations with well-established and clearly defined identities are

more likely to experiment with and adopt new technologies, alter work

approaches, and position themselves as digital experts, compared to

workers in occupations with less well-defined identities (Pemer, 2021).

It is the strong shared assumptions inherent in well-established identi-

ties, across occupational members and their stakeholders, that appear

to absorb the risks associated with adopting new technologies and

legitimize any resulting changes to work approaches.

3.1.3 | Organizational level

Several organizational factors influence human–AI collaboration.

Broadly, innovative and supportive organizational cultures and cli-

mates facilitate employees' AI use. Such organizational contexts

appear to encourage approach-oriented forms of coping with techno-

logical change by converting employees' fears of AI replacement

towards achieving positive outcomes, such as utilizing the AI to gener-

ate innovative behavior (Verma & Singh, 2022). Indeed, active leader

role modeling of technology use, HRM practices that support the

uptake of AI, and high organizational technology readiness create the

conditions for workers' AI use (Pemer, 2021).

Our review of qualitative evidence also shows how established

organizational cultures, work patterns, and norms can influence workers'

collaboration with AI. For example, Meijer et al. (2021) demonstrate

how largely the same AI technology deployed into different organiza-

tions can result in divergent outcomes, driven by existing organizational

patterns of work. They found that AI implementation could generate an

“algorithmic cage” for workers in hierarchical and bureaucratic organiza-

tions, which impeded autonomy and increased resistance to AI use. In

contrast, organizations that focused on professional judgment generated

an “algorithmic colleague” that gave primacy to AI as a tool to support

human workers' judgment. Bader and Kaiser (2019) also suggest that

without alignment between AI use and critical aspects such as work rou-

tines, performance measures, and leader support for the technology,

organizations will struggle to facilitate human–AI collaboration.
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3.1.4 | Theme summary

This theme elaborates the factors that facilitate or inhibit human–AI

collaboration at the individual, group, and organizational levels. Col-

laboration is facilitated when employees feel confident in and sup-

ported by AI use, including having confidence in their own skills and

knowledge of AI, trusting the technology, and using it in ways that

augment their roles and enhance their job experiences (individual and

group levels). A supportive organizational climate that prepares

employees and systems for technological changes and invests in and

values its workforce also facilitates human–AI collaboration (organiza-

tional level). This theme reinforces the importance of adopting a sys-

tems thinking approach to unpacking the nature of human–AI

collaboration, in order to identify the varied socio-technical drivers

and inhibitors of such collaboration.

3.2 | Theme 2: Perceptions of algorithmic and
human capabilities

People make different assessments of humans and algorithms (see

Tomprou & Lee, 2022), including of their relative strengths and weak-

nesses in undertaking different tasks. The changing division of work

between AI and humans represents a key change in work processes

(Wilson & Daugherty, 2018). This means that uncovering the upsides

and downsides of human capabilities in relation to algorithmic capabil-

ities is critical for understanding under what conditions workers are

more or less likely to accept the use of AI for certain tasks and are

more or less likely to rely on AI for advice. This theme concentrates

on how people perceive human and algorithmic labor, especially in the

contexts of evaluating information and making decisions. Such work is

important for informing the design and deployment of AI systems, by

highlighting which types of tasks people prefer human labor to do and

which tasks they prefer algorithms to undertake. This theme also

expands our understanding of potential drivers of algorithmic aversion

and algorithmic appreciation, the latter referring to people being

receptive to and relying on algorithmic advice (Logg et al., 2019).

Unlike the broader work in Theme 1, this research more explicitly

compares individuals' (e.g., workers' and end users') perceptions of

humans and algorithms performing the same job functions. As these

studies all focus on perceptions at the individual level of analysis, we

highlight three sub-themes that capture the antecedents and out-

comes of how people view algorithmic and human capabilities.

3.2.1 | Perceived capabilities: Differentiating
strengths and limitations of human workers and AI
systems

Favorable algorithmic capabilities include its perceived objectivity in

decision making compared to humans (Pethig & Kroenung, 2022), its

ability to follow structured decision-making processes (Keding &

Meissner, 2021), its lack of intentionality and self-interest (Candrian &

Scherer, 2022), and its ability to enhance cognitive absorption in a ser-

vice interaction (Balakrishnan & Dwivedi, 2021). For example, in the

context of investment decision making, Keding and Meissner (2021)

found that within such objective task environments, human managers

are more likely to perceive algorithmic recommendations as more

legitimate compared to identical human recommendations. Human

managers are more likely to trust algorithmic recommendations, as

they believe that algorithms follow a more structured decision-making

process that improves the quality of those decisions. However, algo-

rithmic capabilities also have drawbacks, such as their perceived

reductionist and decontextualized approach to decision making,

potentially resulting in inequitable decisions (Newman et al., 2020).

For example, Gonzalez et al. (2022) found that job applicants have

reduced confidence and a decreased sense of control when autono-

mous AI systems make recruitment decisions without any human

involvement, due to the perception of less opportunity to convey

their skills and abilities.

On the other hand, human labor, when compared to machine

labor, is perceived to generate unique products (Granulo et al., 2021).

Humans can also take into account the personal and underlying condi-

tions that affect employees' performance more holistically than algo-

rithms (Newman et al., 2020). However, this attribute can also be

viewed negatively given that it can create biased decision making

(Fumagalli et al., 2022; Pethig & Kroenung, 2022). Tomprou and Lee

(2022) show that, compared to human recruitment agents, the use of

algorithmic recruitment agents can decrease newcomers' perceptions

of the employer's socio-emotional commitments to them. Additionally,

newcomers responded more negatively when human agents underde-

livered on their commitments, compared to algorithmic ones. Discus-

sions are underway regarding the development of interpersonally

attuned AI systems that are both viable and ethical (Kiron & Unruh,

2019; Tasioulas, 2019), considering that the downsides to human

capabilities include the potential for betrayal (Candrian & Scherer,

2022), less structured decision processes (Keding & Meissner, 2021),

and less objectivity (Pethig & Kroenung, 2022).

3.2.2 | Perceived capabilities: The role of individual
goals

Numerous studies suggest that responses to algorithmic versus

human intelligence are largely influenced by perceived relative capa-

bilities and performance (Candrian & Scherer, 2022; Keding &

Meissner, 2021), but individual self-interest also appears to play a sig-

nificant role. Our review reveals that when people assess algorithmic

versus human output, they cognitively balance relative capabilities

with their preferred outcomes. They also assess whether an algorith-

mic or human agent's capabilities yield the most benefit for them. For

example, Newman et al. (2020) found that algorithmic recruiters are

viewed as less fair than human recruiters because algorithms are less

capable of accounting for qualitative information. However, other

research suggests that human recruiters can be viewed as more error-

prone than algorithms, in part because they consider more qualitative
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and non-objective forms of information (Figueroa-Armijos et al.,

2022; Fumagalli et al., 2022; Laurim et al., 2021).

The interpretation of the same capability can also differ depend-

ing on individuals' intentions and motivations, such as assessing which

agent is more or less likely to recruit them. Fumagalli et al. (2022)

show that individuals with lower task performance prefer a human

recruiter because this agent is better at assessing other non-task

related qualitative information, which could benefit them. Conversely,

those with higher task performance prefer an algorithmic recruiter

because it is viewed as more competent at assessing quantitative per-

formance metrics related to task performance, which could benefit

them. Similarly, Pethig and Kroenung (2022) demonstrate that women

prefer algorithmic recruiters to human male recruiters because they

expect better evaluations from algorithms than humans. This is

because women perceive the potential for their gender identity to dis-

advantage their evaluation by male recruiters. Other studies also

report gender effects in human-algorithm interactions (Buolamwini &

Gebru, 2018; Fumagalli et al., 2022).

3.2.3 | Increasing human acceptance of algorithmic
output

One way to address concerns about fairness in algorithmic decision

making includes maintaining high human involvement in the decision-

making process, via their input and expertise, and positioning algorith-

mic output as one of several factors considered (Newman et al.,

2020). This approach, known as augmented decision making, has

shown promise in the recruitment process, resulting in positive out-

comes such as increased acceptance of job offers by applicants

(Gonzalez et al., 2022). Interestingly though, research suggests that

individuals who are more familiar with AI are likely to be indifferent to

which type of recruitment agent is used (i.e., human, algorithmic, or

mixed; Gonzalez et al., 2022). However, some strategies that are

thought to increase human acceptance of and trust in AI, such as

transparency and explainability in the technology's operations

(Bedué & Fritzsche, 2022), may not always effectively address fairness

concerns. Research suggests that even when the factors considered in

algorithmic decision making are transparent, individuals may still per-

ceive the outcomes as unfair (Newman et al., 2020). Additionally, pro-

viding process transparency via explanations of algorithmic decision

making does not necessarily increase delegation to AI agents

(Candrian & Scherer, 2022). Nevertheless, outcome transparency

(i.e., showing how successful an AI agent is in its decision making) may

increase worker trust and willingness to delegate work and decisions

to algorithmic agents (Candrian & Scherer, 2022; Lubars & Tan, 2019).

3.2.4 | Theme summary

People hold mental models or lay beliefs regarding the comparative

capabilities of humans and algorithms, and these shape their views of

AI (Logg et al., 2019). This theme suggests that people generally view

algorithms as more objective, structured, and quantitatively driven

than humans in decision-making contexts. Additionally, algorithms are

perceived as holding less negative intentionality. However, this per-

ception of algorithms as more objective and less biased than humans

could also be problematic if it results in overly reductive decision-

making processes. While human decision making is generally viewed

as more nuanced, holistic, and adaptive to qualitative information, it

can potentially generate biased and less objective outcomes. The

mixed use of human and AI decision-making capabilities generally

improves perceptions of algorithmic use, but this is context-

dependent and varies according to individual intentions.

3.3 | Theme 3: Worker attitudes towards AI

Although proponents of AI systems argue for their ability to enhance

efficiency and worker effectiveness, discussions around the future of

work also focus on negative, fear-based, and threat-focused employee

attitudes towards AI. This theme highlights the drivers and outcomes

of these fear-based worker attitudes, which can impede employee

adoption of AI technologies (Tong et al., 2021). These attitudes center

around proxies for employees' awareness that: (a) AI and smart forms

of technology may replace them or their current job in the future

and/or affect their career prospects (e.g., via AI awareness and anxi-

ety; Lingmont & Alexiou, 2020, Suseno et al., 2022); (b) their skills

may become obsolete as a result of these technologies (e.g., via per-

ceived automation risk; Innocenti & Golin, 2022); and (c) these tech-

nologies will radically change their current work (e.g., via the threat of

technological disruption; Brougham & Haar, 2020). The effects of

these fear-based attitudes are transmitted through reduced organiza-

tional commitment, diminished work and job engagement, and

increased perceptions of job insecurity. Such attitudes are then asso-

ciated with heightened turnover intentions, job burnout, and resis-

tance to change and external technologies (Arias-Pérez & Vélez-

Jaramillo, 2022; Suseno et al., 2022). However, individual- and

organizational-level factors can influence these effects and potentially

result in increased commitment, satisfaction, and performance.

3.3.1 | Individual level

Employees' attitudes towards AI are shaped by various individual fac-

tors. For example, those with a high internal locus of control (i.e., the

extent to which individuals believe they influence events in their lives;

Levenson, 1981) are likely to express intentions to retrain and upskill

when faced with automation risks (Innocenti & Golin, 2022). Individual

framing of AI as a stressor is also important. Ding (2021) shows that

employees who frame AI use as a challenge stressor, rather than a hin-

drance stressor, are more likely to adopt active coping strategies and

become more productive via increased work engagement. Using an

ethnographic approach, Leonard and Tyers (2021) demonstrate how

the extent of workers' agency, constituted by their role in the organi-

zation and individual features such as age and career stage, shapes
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their “imaginations of digital futures” (p. 1). Compared to those with

lower agency, employees with higher agency exhibit more positive

attitudes towards technology.

Several studies also identify both the positive and negative atti-

tudes that workers can simultaneously hold regarding AI. For example,

qualitative evidence from Koo et al. (2021) shows that workers hold

mixed views regarding AI. They can simultaneously hold positive

views that AI can assist them in their work, generate new human work

tasks, and improve customer experiences. At the same time, they also

develop concerns that AI can make their roles redundant. These

results are consistent with the Integrated AI Acceptance-Avoidance

Model by Cao et al. (2021), suggesting that individuals' mixed views of

AI reflect their consideration of its benefits and costs. The model

shows that managers' attitudes towards AI are positive when perfor-

mance and effort expectancies are met (i.e., that AI will help them

attain their goals and is easy to use). In contrast, they can hold more

negative views when accounting for personal well-being concerns

(i.e., stress and anxiety caused by AI use) and perceived threats from

AI (i.e., the belief that AI's decisions may be harmful).

Other research within this theme utilizes Technology Acceptance

and Technology-Organization-Environment Models to analyze worker

attitudes towards AI (e.g., Baabdullah et al., 2021). The findings indi-

cate that workers are more likely to intend to use AI when they per-

ceive it as useful, easy to use, and its implementation is supported by

skill and knowledge development. For example, compatibility with

existing organizational practices and technologies supports AI accep-

tance, via perceived usefulness (Chatterjee, Rana, et al., 2021). More

specifically, Chatterjee, Chaudhuri, et al. (2021) identify that both

trust and perceived ease of use are particularly critical for workers to

improve their attitudes towards the use of AI and their intention to

use it. Believing that AI use will improve one's performance is insuffi-

cient to ensure adoption; workers also need to believe that the tech-

nology is easy to understand and use with minimal effort (Chatterjee,

Chaudhuri, et al., 2021; Chatterjee, Rana, et al., 2021).

3.3.2 | Organizational level

Organizations that prioritize high performance work systems, which

can help foster a climate of support, autonomy, and continuous learn-

ing, can reduce employees' anxiety towards AI (Suseno et al., 2022).

Also, strong leader support for digital transformation can facilitate

worker adoption of AI (Brock & Von Wangenheim, 2019). However,

an authoritarian organizational culture may exacerbate job insecurity

by signaling a lack of care and concern for vulnerable workers facing

technology-induced risks (Lingmont & Alexiou, 2020).

3.3.3 | Theme summary

Employees who fear the use of AI often worry about the technology

replacing their jobs, the potential damage to their skills and careers,

and the disruption to their work processes. Such negative attitudes

can lead to decreased engagement, commitment, and feelings of secu-

rity at work as well as increased resistance to new technologies and

subsequent turnover. However, personal resources can alleviate these

fears by increasing employees' sense of control, fostering a positive

stressor framing, maximizing agency at work, and easing the use of

the technology. Additionally, aligned with findings from Theme

1, organizations that implement high performance work systems and

cultivate climates of learning, growth, and change readiness, with

strong support from leaders, can help counteract employees' AI

anxiety.

3.4 | Theme 4: AI as a control mechanism in
algorithmic management of platform-based work

The rapid advancement of technology has led to the emergence of

platform-based gig work, which is changing the nature of work, per-

formance evaluation, and employment relationships. Articles within

this theme are predominantly qualitative studies that focus on how

new forms of AI technology are transforming labor processes. A major

area of interest is algorithmic management and the ways that AI tech-

nologies exert control over workers and their responses to this ‘man-

agement by algorithm’. While precarious employment is not new, AI

technologies are playing an increasingly pervasive and significant role

in managing gig workers' employment. These technologies can func-

tion as intermediaries that match workers to clients, capture data to

rate and rank workers, allocate work, and even dismiss workers from

platforms. They can also compute metrics that aid in monitoring and

surveilling workers at various stages of the work process. While gig

work varies, from local (e.g., food delivery) to remote (e.g., knowledge

work) forms, there are commonalities in workers' experiences.

3.4.1 | Individual level

Algorithmic management has been a defining feature of gig work,

allowing platforms to exercise greater control over workers. Studies

captured in this theme highlight that individual experiences of

platform-based work are generally negative. These include feelings of

powerlessness and social isolation (Glavin et al., 2021), competition

between workers (Heiland, 2022), reduced career competencies

(Duggan et al., 2022), poor career mobility (Sun et al., 2023), and

increased feelings of exhaustion and work intensification (Glavin et al.,

2021; Wood et al., 2019). However, it is worth noting that despite

these disadvantages, remote gig workers also identify work flexibility,

task variety, and task complexity as benefits of platform-based work

(Wood et al., 2019).

The negative experiences arising from algorithmic management

can be lessened or heightened by various individual-level factors. For

example, platforms can encourage acceptance of algorithmic manage-

ment approaches by fostering workers' entrepreneurial mindset, to

reinforce the idea that platform work enables flexibility and being

one's own boss (Reid-Musson et al., 2020; Veen et al., 2020). This can
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lead workers to view the platform's control mechanisms as fair and

efficient, while supporting them to be self-reliant (Galière, 2020).

Symbolic power, or the capacity to influence events and the actions

of others (Bourdieu, 1991; Thompson, 1991), can also play a role in

shaping worker outcomes. Emerging forms of gig worker symbolic

power, such as developing in-demand skills and a strong platform rep-

utation through rankings systems, can improve aspects of job quality

and generate better worker outcomes (Wood et al., 2019). Interest-

ingly, the depersonalized conditions of platform work can also facili-

tate a form of individual identity work that provides psychological

relief from these same conditions (Anicich, 2022). However, some vul-

nerable worker groups are more likely to experience negative out-

comes from gig work, with migrant workers particularly vulnerable to

exploitation (Veen et al., 2020) and control (Schaupp, 2022).

Workers are not passive recipients of technology; they can acti-

vate their agency when technology is exerting a controlling influence

(Bucher et al., 2021) or constraining their autonomy (Reid-Musson

et al., 2020). The control strategies used on platforms are also not

absolute and gaps in both human and algorithmic oversight provide

openings for workers to exert individual- and group-level forms of

agency (Galière, 2020; Heiland, 2022). Gig workers can respond and

adapt to algorithmic management in several ways, particularly as they

learn what behaviors trigger what consequences on platforms, usually

arising from technological surveillance. Workers may comply with the

algorithmic management system and adopt behaviors that are incen-

tivized or rewarded rather than those that are discouraged or pun-

ished by the algorithm (Galière, 2020). For example, platforms can

encourage workers to follow specific procedures, like delivering food

through certain routes (Huang, 2022), while discouraging the use of

particular language or terms via algorithmic scrutiny of online interac-

tions and threatening workers with dismissal from the platform

(Galière, 2020). However, complying with algorithmic management

can generate additional cognitive and emotional work that must be

performed in addition to paid tasks (Bucher et al., 2021). Workers

may also ignore aspects of algorithmic management, such as by refus-

ing work they view as unappealing (Reid-Musson et al., 2020) or dis-

missing platform messaging that promotes a customer-centric

orientation (Veen et al., 2020). Alternatively, workers may engage in

more extreme forms of behavior (i.e., subverting) that challenges algo-

rithmic control and asserts their agency, such as by stealing products

or manipulating data (e.g., by masking their location; Veen et al.,

2020).

3.4.2 | Group level

Although not highly prevalent in platform work due to the use of

strategies that distance workers from others (Galière, 2020; Glavin

et al., 2021), emerging forms of collective behavior in this context are

starting to be observed. For instance, “worker voice networks”
(Kougiannou & Mendonça, 2021, p. 745) facilitated by Facebook dis-

cussion boards and messaging apps can provide support and advice

across platform workers and assist them in advocating for better

working conditions. Additionally, the increased precarity of migrant

workers can also lead to forms of solidarity, such as informal networks

and self-help groups that provide advice and influence working condi-

tions (Schaupp, 2022). Such online forums can also offer platform

workers opportunities for positive social comparisons to confirm and

support their identities (Anicich, 2022).

3.4.3 | Organizational level

AI-driven technologies play a critical role in the control mechanisms

utilized by platforms, shaping the organization of work in various

ways. First, AI provides new forms of technological infrastructure that

connects with workers, allocates work, and oversees and controls

minute aspects of the work process, whether in the form of back-

ground smart machinery and analytics or as specific apps used by the

worker (Huang, 2022; Veen et al., 2020). For example, in a food deliv-

ery context, Huang (2022) illustrates how order dispatch systems col-

late and analyze drivers' characteristics (e.g., location and

performance) and broader task characteristics (e.g., weather and traf-

fic conditions) to optimally allocate work.

Second, customer ratings or other forms of rating-and-ranking

systems exert significant control over workers and can influence the

nature, type, and amount of work they are allocated. The use of AI

systems that collect and analyze vast amounts of data suggest that

workers operate in an environment where they are managed and

rated by multiple stakeholders without direct supervision, leading to

reduced individual power over the work they receive (Wood et al.,

2019).

Finally, information asymmetries (Veen et al., 2020) and informa-

tion monopolies (Huang, 2022) suggest that workers can be unaware

of the data being collected about them, how they are being moni-

tored, or how that information is being used (Galière, 2020). The

information opacity between workers and platforms reduces workers'

control over the types of tasks they perform. Workers can be unclear

about why they are being allocated certain work and, in the case of

food delivery drivers, consumers' addresses may be withheld, making

it difficult to decide whether to accept such work (Veen et al., 2020).

It can also mean the performance management systems applied to

workers, and the metrics they are assessed against, are unclear. These

factors ultimately lead to experiences of diffuse surveillance and

tracking, heightening the platform's control over workers (Galière,

2020).

3.4.4 | Theme summary

The gig economy relies heavily on AI technologies to facilitate work

and provide mechanisms for control, with platforms using technologi-

cal infrastructure to connect workers to tasks, oversee task perfor-

mance, and employ rating-and-ranking systems. The potential for

opacity in data collection and analysis further diminishes workers'

control over their work. Platform work can generate many negative
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outcomes for workers, alongside some benefits that can be enhanced

by workers' feelings of entrepreneurialism and autonomy in their gig

work and through the accrual of skills- and reputation-based power.

As gig workers become more aware of the impact of algorithms on

their work, they can activate strategies of compliance, indifference, or

subversion towards these technologies.

3.5 | Theme 5: Labor market implications of AI use

The impact of AI on jobs is the focus of much scholarly and practi-

tioner attention. This includes questions about whether automation

will displace workers, which skills and training will be essential in

workplaces, and how this will affect the future of work. This theme

highlights the labor market implications of AI use and the changing

nature of employment and skill compositions in the workforce. As

new technologies are implemented, understanding the skills workers

need to use them is critical (Zuboff, 1988). It is worth noting that the

articles reviewed in this theme do not support dystopian views of

mass human unemployment resulting from AI use (see Lloyd & Payne,

2019). Rather, they present a more nuanced perspective on the over-

all employment effects of AI, including the changes in the number and

types of jobs in the labor market and the types of skills in demand.

3.5.1 | Individual level

The impact of AI is multifaceted and depends on the type of technol-

ogy implemented and individual differences among workers.3 Fossen

and Sorgner (2022) find that labor-displacing technologies (i.e., that

replace humans in a work process) reduce labor demand and result in

slower wage growth and a greater likelihood of workers having to

change occupation or become unemployed. On the other hand, labor-

reinstating technologies (i.e., that create new human tasks in a work

process) increase wage growth and promote stable employment. Dif-

ferent workers are more susceptible to experiencing either set of

employment consequences. In the face of labor-displacing technolo-

gies, highly educated workers tend to adjust more effectively by

changing occupations or moving onto self-employment. Women are

less likely to adjust effectively and lower-educated workers are more

likely to become unemployed (Egana-del Sol et al., 2022; Fossen &

Sorgner, 2022). Machine learning forms of AI are impacting a range of

workers across education levels, but with more highly educated

workers more likely to adjust by changing occupations and lower edu-

cated workers more likely to become unemployed (Fossen & Sorgner,

2022).

AI use also affects workers' required skills, with upskilling neces-

sary to adapt effectively to technological changes. Industry experts

and policymakers believe that most jobs will require basic digital skills

that can be acquired through everyday exposure to technology

(Lloyd & Payne, 2019). However, Jaiswal et al. (2022) identify five key

areas for employee upskilling in the multinational IT sector: (a) data

analytic skills (i.e., applying statistics, sourcing relevant data, and using

tools such as Python); (b) digital skills (i.e., understanding cloud auto-

mation and cybersecurity); (c) complex cognitive skills (i.e., a design

thinking mindset, sensemaking of data, and extracting insights);

(d) decision-making skills (i.e., adopting evidence-based approaches);

and (e) continuous learning skills. In their assessment of online job

vacancies in the United States, Acemoglu et al. (2022) find that firms

with greater AI exposure have increasing demand for “engineering,
analysis, marketing, finance, and information technology” skills

(p. 320). Walkowiak (2021) also shows how AI can complement the

skills of historically marginalized workers, such as neurodiverse

employees. For example, there may be productive complementarities

between skill sets associated with concentration and focus, pattern

identification, and creative thinking that align with skills demanded in

certain IT jobs. New technologies may also provide enhanced assis-

tance to neurodiverse workers, such as by helping to monitor and alle-

viate anxiety.

Holm and Lorenz (2022) also demonstrate that AI's effects on

workers depend on how the technology is used in a job (i.e., either by

providing orders to human workers or by providing information for

human worker decision making) and the skill level of workers. For

high- and mid-skilled workers, using AI daily to support decision mak-

ing can enhance workers' skills by facilitating high-performance work

practices, such as teamwork and job rotation. When AI delivers orders

to workers, this constrains skill use and degrades job quality. Across

all skill levels, AI used in this way also heightens work pace constraints

and decreases autonomy for high-skilled workers, while generating

more monotony and less learning opportunities for mid-skilled

workers.

3.5.2 | Group level

Beyond individual-level skills, Akhtar et al. (2019, p. 252) emphasize

the importance of a multidisciplinary skillset for big data savvy (BDS)

teams, which includes a combination of “computing, mathematics, sta-

tistics, machine learning, and business domain knowledge.” These

teams are responsible for building AI technologies and/or generating

data-driven insights that can enhance service delivery, innovation, and

productivity. The authors argue that this diverse skillset within cross-

functional teams is critical and difficult to replicate, creating a unique

bundle of resources. We suggest that this skillset will also help create

the supportive organizational and task conditions, identified in Theme

1, that facilitate effective human–AI collaboration.

3.5.3 | Organizational level

A firm's exposure to AI technologies has implications for its workforce

demands. Yang (2022) shows that a firm's involvement in the develop-

ment of AI technologies increases its demand for workers, with a

3We do note that these technology implementation choices are often determined at the

organizational level. However, we position these findings at the individual level as the cited

work focuses on individual-level data.
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3.5% increase in worker demand observed in Taiwan's electronics

industry, which consists of organizations that create components for

AI products. This increase reflects job creation rather than job

destruction. However, the positive association between AI and

employment varies across skill levels, with evidence indicating an

increase in demand for high-skilled workers (i.e., those with graduate

qualifications) and a decrease in demand for mid-skilled workers

(i.e., those that are college-educated). This is consistent with the con-

cept of job polarization, where technology tends to substitute for

mid-skilled workers (Goos & Manning, 2007; see also Fossen &

Sorgner, 2022, for counter arguments).

Using online vacancy data in the United States, Acemoglu et al.

(2022) show that AI-exposed establishments (i.e., firms where

workers' tasks align to AI's current capabilities) tend to accelerate job

postings for AI-related vacancies and reduce postings for

non-AI-related positions. They also found a decrease in demand for

previously sought skills as well as a heightened demand for new skills,

with some evidence that these firms are reducing worker hiring

overall. However, the effects on employment at the occupational or

industry levels were not detectable and this may be due to the impact

of AI and its diffusion still being relatively small across the full labor

market.

3.5.4 | Theme summary

The impact of AI on the labor market and workers' skills and job expe-

riences is heavily influenced by what the technology is designed and

implemented to do. If AI is designed and deployed to replace or give

orders to workers, it reduces labor demand, wage growth, skill use,

and job quality. Conversely, when AI is implemented to create new

human tasks or support workers by providing decision-making infor-

mation, it promotes employment, wage growth, skill use, and

improved work practices. In the face of AI's displacement effects, men

and more highly skilled and educated workers are likely to adjust bet-

ter. Additionally, workers will likely need a range of higher level cogni-

tive skills given AI deployment. A firm's exposure to AI technologies

also affects its demand for workers.

4 | FUTURE RESEARCH DIRECTIONS:
OPPORTUNITIES AND CHALLENGES

Our integrative review highlights the significant implications of AI for

the future of work at individual, group, and organizational levels of

analysis. Based on the themes extracted from across our review and

cross-pollinating their ideas, we offer five research pathways that

advance the scope of organizational behavior research on AI. A key

theme that emerged across our review is the importance of creating

supportive, threat-reducing, and resilience- and confidence-building

conditions and uses of AI to enhance positive experiences and adop-

tion by workers. This overarching theme informs our recommenda-

tions across each pathway. Table 2 summarizes our future research

agenda by outlining illustrative factors and mechanisms and offering

specific research questions.

4.1 | Pathway 1: Using AI to facilitate worker well-
being and satisfaction

Our review emphasizes the importance of employee perceptions and

attitudes towards AI and how these influence their responses to its

use. This points to future research opportunities that examine how

the integration of AI systems can support employee health and well-

being. This would enable the identification of precursors to positive

employee attitudes towards AI, rather than focusing on negative ones

(Theme 3). Research on AI in cognate disciplines such as psychology,

counseling, and computer science has already initiated concerted

efforts to investigate how AI systems can promote health and well-

being, including the expansion of digital counseling delivery, particu-

larly in resource-constrained environments (Pataranutaporn et al.,

2021). To build on this work, we propose integrating ideas from the

positive technology domain, an area within the human–computer

interaction field. This domain focuses on how technology develop-

ment and deployment can enhance human well-being and flourishing

by generating positive experiences from technology use, such as by

supporting self-actualization, positive affect, and enhancing human

connection (Brivio et al., 2018; Calvo et al., 2016). By adopting this

approach, we can identify ways to design and implement AI systems

that support employee well-being and contribute to positive attitudes

towards AI.

4.1.1 | Individual level

Our review indicates that AI-enabled workplaces can create new

forms of worker power and resources that improve their experiences

of working with AI or in the context of algorithmic management, as

demonstrated by Themes 1 and 4. Such findings could guide efforts

to scale the benefits of AI use across a wider range of workers. For

example, Theme 4 shows how platform workers with specific skills

and reputational capital can benefit from working on these platforms

(e.g., Wood et al., 2019). Future work could examine whether this

relationship is generated through better social capital or higher work

engagement (Brivio et al., 2018). Meanwhile, Theme 1 demonstrates

how workers whose jobs are enhanced by AI use, such as through

access to better quality data and insights, are also likely to accrue bet-

ter knowledge resources compared to others. Future research could

examine whether this relationship is linked to well-being through the

mechanism of improved meaningfulness of work (Bankins & Formosa,

2023). Furthermore, AI's ability to reduce physical and mental work

demands could also connect to improved well-being via positive affec-

tive experiences (Brivio et al., 2018; Nazareno & Schiff, 2021). Future

research could further apply the job demands-resources model

(Demerouti et al., 2001), which proposes that jobs are characterized

by both demands (i.e., physical, psychological, and other aspects of
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TABLE 2 Future research pathways: Overview.

Research pathway
Level of
analysis

Types of relevant factors

(potential explanatory
mechanisms) Types of outcomes

Example research areas/
questions

Pathway 1: Using AI to

facilitate worker well-

being and satisfaction

Individual Job design and job demands-

resources (generating social

capital, meaningfulness,

positive affect)

Reduced occupational stress

and burnout; job

satisfaction; enhanced

health and well-being

outcomes

(1) What resources does AI

use generate for workers?

How do those resources

influence social and work

processes towards

employee well-being?

(2) How can AI be deployed to

enhance human flourishing

at work?

(3) How do organizations

create cultures of safety to

enhance employee comfort

to experiment with AI for

optimal use?

Group Technology frames; use of

liminal spaces (enhancing

worker control over AI use)

Team affective processes (e.g.,

team cohesion); team

acceptance of AI

Organizational Organizational climate of

psychological safety;

organizational safety culture

AI acceptance/adoption

Pathway 2: Designing

effective human–AI
collaboration systems

Individual Technology-specific perceptions:

Human vs. AI capabilities

(perceived value or

uniqueness of human skills)

Individual difference: Cognitive

flexibility

Technology characteristics:

System design/quality

(enhancing task

engagement, perceived ease

of use)

Effective employee-AI

collaboration; employee

productivity

(1) What are examples of

novel job designs that

explicitly incorporate human

and algorithmic capabilities

(see also Parker & Grote,

2022; Wang et al., 2020)?

(2) How can AI be tailored to

the different needs of

workers with varied

cognitive skill sets to

optimize productivity?

(3) How are teams' cognitive

processes enhanced or

diminished by AI use?

(4) What other unexplored

factors, particularly those

bundles of supportive work

practices, increase

employees' acceptance of,

and adaptability to, working

alongside AI systems?

Group External cognition; team/work

group characteristics

Team cognitive processes (e.g.,

knowledge sharing);

collective intelligence

Organizational Learning organization culture/

climate; exploration vs.

exploitation strategies for AI

use

Organizational effectiveness

and innovation

Pathway 3: Examining AI-

supported leadership

Individual Technology-specific perceptions:

Human vs. AI capabilities

Effective leader-AI

collaboration; leader

productivity

(1) What job functions

can/should be delegated to

AI systems?

(2) What types of work

environments are receptive

to AI-supported leadership?

(3) What factors promote or

inhibit leader use of AI to

support their work (e.g., via

delegation)?

Group AI used for team control Team acceptance of AI

Organizational Hyper-rationalist culture Leader delegation to AI; leader

automation bias

Pathway 4: Using AI to

promote fairness in

organizational processes

and outcomes

Individual Perceptions of distributive,

procedural, interactional,

restorative justice

Trust in AI (1) How can AI be used to

enhance justice

perceptions?

(2) How do minority groups

perceive the workplace use

of AI? What benefits and

costs do they identify?

(3) How, and to what

outcomes, are employees

assessing their

organizations' ethical AI

climate?

Group Vulnerable/minority group

technology perceptions

Trust in AI; use of AI

Organizational Organizational ethical climate/

ethical AI climate

Organizational fairness

perceptions

(Continues)
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the job that require effort and can lead to negative outcomes such as

role overload and burnout) and resources (i.e., physical, psychological,

and other aspects of the job that stimulate growth and support goal

accomplishment). Pinpointing the potential range of resources that

accrue to workers from AI use, and their antecedents, as well as exam-

ining the types of mechanisms noted above through which such

resources may support employees' well-being, offers one way to iden-

tify positive psycho-social outcomes from the technology's

deployment.

Scholars could also further examine the potential for AI-

generated conversational agents to facilitate the socialization of

workers vulnerable to distress (e.g., newcomers, managers, and front-

line employees) or how the frequency and content of digitally medi-

ated interactions can mitigate loneliness or stress at work, particularly

during significant organizational change or broader societal crises.

From a positive technology perspective, AI used in this way could fos-

ter important social connections that support well-being at work

(Brivio et al., 2018; Ocampo et al., 2022).

4.1.2 | Group level

Themes 1 and 4 underscore the importance of occupational identity

and collective voice mechanisms in empowering workers to experi-

ment with task and role adjustments alongside AI and to voice their

concerns regarding algorithmic management, while also providing a

sense of collective support. Future research could explore specific

group-level attitudes or behaviors in teams that facilitate the assimila-

tion of new technologies and support positive well-being. This is cru-

cial because previous research shows that group-level sensemaking is

important in shaping how technology affects workers. Under the

umbrella of the social validation context, which refers to ways in

which the social context supports sensemaking of change (Selenko

et al., 2022), future research could investigate how groups' technology

frames influence how they make sense of, and either integrate or

resist, the introduction of AI. Technology frames refer to a group's

assumptions about, and knowledge of, a technology, which can shape

their responses to its use (Orlikowski & Gash, 1994). Investigating

such frames in the context of AI use could further explain how and

why employees in certain groups respond to AI in particular ways.

Connecting to the types of voice mechanisms identified for gig

workers, the social validation context can also involve the develop-

ment of liminal spaces which provide “transitional, safe spaces” for

employees to learn, experiment, and develop competence with AI

technologies via a sense of autonomy or control over their AI use

(Selenko et al., 2022, p. 276). As Bader and Kaiser (2019) point out,

perceived imbalance in human and algorithmic decision input can

result in employee workarounds, data manipulation, and poor perfor-

mance. Thus, exploring how liminal spaces may convert otherwise

dysfunctional behavior into constructive employee experimentation

with the technology to optimize its use could be a promising direction

for future research.

4.1.3 | Organizational level

Positive technology scholarship highlights the importance of organiza-

tional cultures of safety in facilitating the use of technology for posi-

tive human outcomes. Coetzee (2019, p. 319) asserts that a

psychologically safe organizational environment can encourage

workers to “engage in provisional tries,” which are aimed at exploring

how technology can enhance their work performance. In such an envi-

ronment, workers are confident that they will not face ridicule for

experimenting with AI, that minor errors will be tolerated, and that

support provisions are available when applying AI in their work. Brivio

et al. (2018) similarly suggest that a broad organizational safety cul-

ture that prioritizes worker and public safety at all levels can help

reduce the likelihood of technology-related stress. Therefore, future

work could position organizational cultures of safety as an important

contextual enabler of AI use for employee thriving and well-being.

4.2 | Pathway 2: Designing effective human–AI
collaboration systems

Our review suggests the need to further specify and establish the

conditions that promote human–AI complementarity, in ways that

benefit both employees and organizations. Despite workers' fears of

job replacement due to AI (Theme 3), it is not the only outcome of the

technology's deployment (Theme 1). Instead, there are clear calls for

TABLE 2 (Continued)

Research pathway
Level of
analysis

Types of relevant factors

(potential explanatory
mechanisms) Types of outcomes

Example research areas/
questions

Pathway 5: Incorporating

multilevel thinking in AI

research

Multilevel N/A N/A (1) What methods from

disciplines such as computer

science could advance AI

research in management?

(2) What theoretical lenses

can be applied to examine

mechanisms and boundary

conditions for cross-level

effects of AI?
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organizations to use AI to complement employees, rather than to

replace them (Brynjolfsson, 2023). To achieve this, we propose multi-

ple factors at different levels of analysis that can bolster employee–AI

collaboration.

4.2.1 | Individual level

Future research is needed to examine how workers' perceptions of

human versus AI capabilities affect their collaboration with or resis-

tance to these technologies (i.e., connecting Themes 1 and 2). For

example, studies could compare the likelihood of employees working

alongside an AI that they perceive as encroaching on their human

capabilities versus collaborating with an AI that is within its perceived

capability boundaries. These perceptions may operate through mecha-

nisms such as the perceived value or uniqueness of human skills for

certain tasks (Granulo et al., 2021). As AI continues to advance, includ-

ing in its generative forms, workers' views of human and AI capabili-

ties may also change. Generative AI combines powerful models with

highly intuitive interfaces that make it easier to use (Manning, 2023).

However, such forms of AI may also heighten workers' fears of tech-

nology's encroachment on human skills and threaten perceptions of

its appropriate use (via threats of human substitution; Verma & Singh,

2022). This could amplify both positive and negative attitudes

towards AI (Theme 3), generating barriers to effective human–AI col-

laboration (Theme 1). Depending upon its context of deployment, the

use of generative AI may also heighten workers' awareness of the

ongoing value of human skills within a work process (possibly via per-

ceptions of human skill value), thereby enhancing human–AI collabo-

ration. While employees' AI skills and familiarity also support AI use

(Theme 1), the increasingly intuitive and user-friendly interfaces of

generative AIs may ultimately lessen such skill demands (see Manning,

2023 for such an example).

We believe that these questions necessitate conceptual and

empirical efforts to address how such technology can replace or

streamline existing tasks performed by humans and how humans can

perform higher-order cognitive tasks with the assistance of, or in col-

laboration with, AI. To expand on the Theme 5 insights regarding

workers' AI-relevant skillsets, research could investigate the role of

cognitive flexibility, which enables individuals to switch between tasks

or stimulus sets quickly and efficiently (Feng et al., 2020). This flexibil-

ity may allow workers to effectively integrate and situate AI output

with other information sources across different tasks and so may be

an important mechanism for explaining why workers with different

performance levels extract different value from AI use (as seen in

Theme 1; e.g., Luo et al., 2021). Organizational behavior researchers

could also integrate evidence from information systems and human–

computer interaction literature to expand on work in Theme 1, which

highlights the importance of AI system quality for worker behavior

(Nguyen & Malik, 2022b). Future studies could explore how different

interfaces, types, and quality of AI systems encourage employee–AI

collaboration. For example, the enhanced intuitiveness of some gener-

ative AI interfaces could improve perceived ease of use and task

engagement to support human–AI collaboration, whereas poorly

designed and difficult-to-use systems of variable quality may limit

these mechanisms.

4.2.2 | Group level

Our review indicates a gap in the research on AI use at the group level

of analysis, especially regarding the mechanisms and consequences of

AI use within and across work groups. To address this, we suggest

examining the concept of external cognition, which concerns how

objects, such as technologies, can support team cooperation and per-

formance (Fiore & Wiltshire, 2016). Future research could explore

how AI systems can facilitate team tasks through offloading (i.e., by

acting as a repository of information) and scaffolding (i.e., by support-

ing team member interactions to produce outcomes) (Fiore &

Wiltshire, 2016). Such investigations can help elucidate how AI is used

by teams in different ways and how it supports team-level cognitive

processes associated with knowledge acquisition and sharing.

Our review also identifies barriers and opportunities for integrat-

ing AI with individuals nested within work teams. For instance, Zhang

et al. (2021) suggest that AI poses a threat to the efficiency of high-

performing teams but boosts the performance of low-performing

teams. As such, future work can investigate how variations in team

characteristics and their experiences with AI influence team-level per-

formance and whether these effects are influenced by the team con-

text, such as team membership status, perspective, and commitment.

One promising approach is to apply the categorization-elaboration

model (CEM; van Knippenberg et al., 2004) to explore how AI use

interacts with diverse work group characteristics. Specifically, based

on CEM, group dimensions, such as social category diversity

(i.e., demographic differences) and informational/functional diversity

(i.e., differences in job-related, educational, and skill-based attributes),

could clarify how AI may be helpful or harmful for specific groups.

4.2.3 | Organizational level

Theme 1 of our review stresses the importance of supportive condi-

tions, such as those relating to organizational climate/culture and

aligned work systems, for facilitating human–AI collaboration. Evi-

dence suggests that bundles of integrated work practices, rather than

disconnected and potentially contradictory ones, are effective in

increasing readiness for AI implementation (e.g., Suseno et al., 2022).

Therefore, it would be instructive to examine what those configura-

tions of bundled practices could entail. For example, it is largely estab-

lished that developing employees' skills in using a technology is

important for user acceptance (Zuboff, 1988), and Bankins and

Formosa (2021) show how a telecommunications company that fos-

ters a culture of ongoing learning helps employees become more

receptive to AI technology specifically. Future work could investigate

how the integrated practices within learning organizations, which

emphasize experimentation, learning from experience and others, and
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knowledge transfer, could further promote employee–AI collaboration

at both individual and group levels (Basten & Haamann, 2018).

As generative AI becomes increasingly prevalent, more questions

arise about the extent to which algorithms can replace or assist

human workers in performing their tasks. To examine the impact of AI

use at the organizational level, we propose applying the theory of

exploration and exploitation (March, 1991). According to Levinthal

and March (1993, p. 105), exploration constitutes “the pursuit of new

knowledge, of things that might come to be known,” while exploita-

tion refers to “the use and development of things already known.” In

the context of AI use, exploration could involve finding new ways for

AI and human teams to collaborate, developing novel technological

approaches to organizational problems, and identifying unique solu-

tions. Exploitation strategies of AI could focus on streamlining existing

solutions, automating routine tasks, and improving current systems

and processes.

4.3 | Pathway 3: Examining AI-supported
leadership

Our review suggests a need to broaden our understanding of leaders'

roles in deploying AI systems, particularly in relation to decision-

making, job-designing, and feedback-giving practices. Parry et al.

(2016) urge organizational scholars to reflect on the potential benefits

and consequences of AI replacing critical aspects of tasks performed

by leaders. As organizations increasingly adopt AI, the challenge is for

scholars to help leaders not only reskill employees for AI use but also

explore how the technology can enhance their leadership functions.

We suggest that leaders need to be proactive in identifying opportu-

nities where AI can complement and support their roles and, in doing

so, create a culture of trust and collaboration between employees and

technology.

4.3.1 | Individual level

Future research can deepen our understanding of how AI-supported

decision systems can assist human leaders in carrying out various

functions such as setting goals, facilitating creativity, identifying and

correcting decision errors, and increasing team–machine and human–

machine collaboration. Job design perspectives can be particularly

useful in unpacking these interactions. While delegation to AI can

improve managerial perceptions of decision quality (Keding &

Meissner, 2021), emerging research suggests that employees may

have different views and responses to humans or AIs undertaking

leadership functions (de Cremer, 2020). For instance, Lanz et al.

(2023) note that employees are less likely to comply with unethical

instructions from an AI than a human supervisor. Future work could

examine how those individual-level beliefs, of leaders, employees, and

stakeholders, shape the use and acceptance of AI for certain

leadership activities and ultimately impact leader–employee influence

processes. Additionally, future research can assess how AI-based

leadership decision systems can support human leaders in carrying

out complex functions in real-time. More specifically, scholars can

explore how the interactivity and adaptability of AI decision systems

assist managers in providing immediate feedback and how AI systems

can support leaders in correcting errors in their judgment, especially

during critical incidents.

4.3.2 | Group level

Based on the themes found in Theme 4, it is evident that gig work plat-

forms use AI as a means of control and surveillance over their workers.

Furthermore, emerging evidence shows that new technologies are also

facilitating leaders' use of similar control mechanisms for other types

of workers, such as knowledge workers, who are increasingly working

flexibly and remotely (Kellogg et al., 2020; Klosowski, 2021). While

algorithmic management is clearly shaping the experiences of platform

workers, it remains to be seen how effective, and indeed possible,

these forms of control are in broader work environments. For example,

in the context of home credit agents' work, Terry et al. (2022) note

that work activities related to tacit judgment and emotional labor are

difficult to quantify and can fall outside the gaze of algorithmic man-

agement. Future research could explore how leaders use algorithmic

management, people analytics, and control mechanisms in their work

teams across industries and job tasks to gain a better understanding of

the efficacy and outcomes of these approaches.

4.3.3 | Organizational level

The growing use of AI has led to concerns about whether it will lead

to a hyper-rational organizational culture that prioritizes AI output

over human contributions, as it is seen as efficient, objective, and

undertaking structured, unbiased analyses (per Theme 2, and see

Kahneman, 2018). Therefore, it is important to examine how this

culture affects leaders' attitudes and behaviors towards AI, such as

their tendency for automation bias (i.e., overreliance on machine

output), the degree to which they delegate to AI, and the potential

consequences of such actions.

4.4 | Pathway 4: Using AI to promote fairness in
organizational processes and outcomes

A crucial area for future research is the potential of AI for promoting

diversity and fairness within organizations. Although AI can enhance

task efficiency, researchers can expand on its outcomes by exploring

how AI can mitigate long-standing issues concerning fairness, equity,

and transparency. The literature on ethical and responsible AI is grow-

ing, but organizational behavior researchers are yet to fully leverage

their abundance of organizational justice and fairness constructs to

advance a theoretically driven and systematic design agenda for fair

and responsible AI at work.
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4.4.1 | Individual level

Robert et al. (2020) argue that organizational scholars must investi-

gate how AI can be deployed to promote fairness in managerial prac-

tices, such as hiring, promotion, and compensation decisions (see

Bankins et al., 2022; Lee, 2018). Accordingly, we recommend that

future research examines the role of AI through the lens of organiza-

tional justice to determine how AI-based tools can either support or

threaten fairness and transparency (Colquitt, 2001). One possible

approach is to explore how AI can be used to enhance employees'

perceptions and experiences of fair pay and rewards (distributive jus-

tice), transparency in dispute resolution processes (procedural justice),

and respectful treatment (interactional justice). Given individuals' per-

ceptions of human and AI capabilities (Theme 2), these effects may

depend on the specific tasks for which AI is employed. Additionally, it

would be valuable to examine the role of AI in supporting restorative

justice, which entails actions to remedy harms, rebuild relationships,

and rectify injustices (Wiseman & Stillwell, 2022). For instance,

researchers could explore novel ways that AI can assist employees in

restoring their trust in and commitment to their leaders and organiza-

tions following incidents of mistreatment or significant disruption.

Since such experiences can elicit intense emotions, the perceived

objectivity of AI (as discussed in Theme 2) may aid in mediating con-

flict resolution efforts.

4.4.2 | Group level

Across our themes, we found that AI can have a significant impact on

digital divides, where technologies can reinforce existing socio-

economic disparities between advanced and developing economies,

metropolitan and rural areas, and more or less privileged individuals

(Kitsara, 2022). For example, our review shows that AI is already

benefiting highly skilled and highly educated workers, leading to bet-

ter paying and better quality jobs with enhanced skill sets. Conversely,

lower skilled and lower educated workers are more likely to become

unemployed due to the integration of AI into the workplace, thereby

exacerbating pre-existing inequalities (Fossen & Sorgner, 2022). These

findings drive a pressing set of research inquiries: How does the

implementation of AI either intensify or alleviate digital divides?

Under what circumstances does AI exacerbate inequalities, and when

does it mitigate them? Equally important is the examination of how

vulnerable groups (Restubog et al., 2021, 2023) perceive and experi-

ence the fairness—or lack thereof—of AI utilization.

Our review also shows how members of certain groups

(e.g., women) may perceive algorithmic decision making as fairer than

human decision making due to historical biases perpetrated by domi-

nant social groups (e.g., Pethig & Kroenung, 2022). These findings

align with emerging research (see Lee & Rich, 2021) that explores

how marginalized groups view AI based on ingroup and outgroup per-

ceptions and beliefs about its potential to rectify systemic biases. We

recommend conducting additional group-level analyses to determine

how minority groups in the workplace are benefitting from the

implementation of AI or whether they feel particularly vulnerable to

its negative impacts.

4.4.3 | Organizational level

Owing to the growing research focus on ethical AI—defined as “the
fair and just development, use, and management of AI technologies”
(Bankins & Formosa, 2021, p. 60)—our review demonstrates that peo-

ple can identify fairness dimensions to organizational use of AI. To

further expand Theme 1, we suggest that future work can investigate

how an organization's perceived ethical climate or perceived (un)ethi-

cal approaches to AI use can affect employees' willingness to collabo-

rate with these technologies. Fairness heuristic theory suggests that

people make assessments of their fair treatment by a given institution,

which then shapes their interactions with it (Lind, 2001) and poten-

tially reduces their apprehension. With the increasing prevalence of

AI, such fairness perceptions are likely to be influenced by organiza-

tions' approaches to ethically sensitive uses of the technology, such as

for employee surveillance and performance management, as well as

whether organizations explicitly adopt ethical AI principles and partici-

patory approaches to AI design (van den Broek et al., 2021). Given

increasing community awareness that when AI systems fail they

potentially fail at scale, perceptions of an organization's ethical AI use

are likely to become more widespread and could significantly affect

how employees utilize the technology (see also da Motta Veiga et al.,

2023).

4.5 | Pathway 5: Incorporating multilevel thinking
in AI research

Our review and future research recommendations lay the foundation

for a multilevel conceptualization of AI in the workplace. Although AI

implementation inherently involves multilevel processes, these have not

yet been fully explored in the organizational behavior literature. While

individual level data points have been used to make assumptions about

the implications of AI in management research, future work must exam-

ine whether, how, and to what extent organizational- or group-level

factors drive individual-level attitudes about AI use and its conse-

quences. We believe that this is a necessary pursuit as relationships

found at one level of analysis may exert stronger or weaker effects, or

even reverse effects, at different levels of analysis (Ostroff, 1993).

We therefore encourage scholars to adopt a multilevel perspec-

tive to uncover a range of insights that may currently have been over-

looked. Conceptually, scholars must take a theory-driven approach to

capture the antecedents, boundary conditions, mechanisms, and out-

comes of AI implementation at various levels of analysis. This is con-

sistent with the suggestions of Chen et al. (2005) that applying a

multilevel theory perspective requires an explicit assessment of

homology, whereby similar relationships exist between parallel con-

structs across various levels of analysis. If the consequences of AI are

homogenous across levels of analysis, it contributes to the breadth of
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AI use (e.g., where AI elicits benefits at the individual, group, and orga-

nizational levels). However, if the consequences of AI are not homog-

enous across levels, which several themes in our review suggest

(e.g., AI elicits both advantageous and maladaptive consequences

across levels), then there is a need to theorize how and when modera-

tors and mediators operate at each level of analysis. For example,

Bankins and Formosa (2023) suggest how, in a call center setting, AI

can facilitate managerial efficiency by assessing employee perfor-

mance through AI-supported software that can analyze conversational

data. This helps managers identify areas for improvement, rather than

manually listening to hundreds of calls. However, while AI supports

managerial efficiency, call center employees may experience a lack of

autonomy due to AI-supported monitoring and surveillance. In what

follows, we offer suggestions for how future research could adopt

multilevel theorizing and identify ways to connect analyses across

levels, to extend beyond our suggestions of salient factors within

levels, and then outline multilevel method options to investigate these

relationships.

4.5.1 | Multilevel theorizing

To connect analyses across levels, it is necessary to utilize theories

that explicitly account for multilevel phenomena. Our review's main

findings suggest that individual resources, such as tenure, skills, and

reputational power (Themes 1, 3, and 4), and organizational

resources, such as a supportive culture (Themes 1 and 3), can

enhance outcomes from employees' interactions with AI. To facili-

tate multilevel theorizing of AI's workplace effects, we recommend

utilizing conservation of resources (COR) theory. This theory posits

that people strive to protect and gain resources, while minimizing

resource threat and loss (Hobfoll et al., 2018). Chen et al. (2015)

integrate the crossover model with COR theory to examine how

resource exchange occurs across levels, such as from organizational

to group to individual levels, providing the conceptual tools to theo-

rize and then to empirically test multilevel relationships. Crossover

refers to the ways that positive or negative states (including

resources) transmit from, for example, a person to a wider group or

vice versa, via mechanisms such as empathy (direct crossover), spe-

cific forms of interaction (indirect crossover), or experiences of

shared stressors (Westman, 2001).

In the context of AI at work, researchers can leverage the multile-

vel factors identified in our review to investigate whether negative

individual-level experiences of AI (e.g., via excessive job demands)

transmit to the team, via empathy or shared stressor experiences, and

whether this process is exacerbated by aspects of the organizational

context (e.g., an authoritarian culture). Such conditions would likely

create depleted resource passageways, reflecting an environment that

threatens and undermines resource repertoires at multiple levels of

analysis. Conversely, enriched resource passageways would likely cre-

ate different outcomes. For example, organizational resource invest-

ment in fostering learning or a safety culture could offer supportive

resources that generate positive individual-level emotional states.

Through enhanced thought-action repertoires generated by these

positive emotions (see Chen et al., 2015; Fredrickson, 2001),

employees may experiment with novel ways to use the technology,

which can positively shape group-level attitudes through their tech-

nology frames or use of liminal spaces.

By utilizing a COR perspective, researchers can uncover the mul-

tilevel conditions that promote (or diminish) resource gains from AI

use and lead to enriched (or impoverished) resource passageways,

which in turn improve (or reduce) the likelihood of successful deploy-

ment and use of AI at work. Such research can establish the multilevel

resource combinations that facilitate either “AI receptive” or “AI resis-
tant” environments (Bankins & Formosa, 2021). Overall, utilizing mul-

tilevel theorizing and identifying ways to link analyses across levels

can help provide a comprehensive understanding of AI's implications

at work.

4.5.2 | Multilevel methods

Methodologically, there are various approaches available to conduct

the multilevel research proposed above. Our review reveals that orga-

nizational scholarship in AI is primarily based on single-sourced and

cross-sectional designs, which provide limited insight into the robust-

ness of AI implementation and consequences at different levels of

analysis. While single-level studies remain valuable, we believe that

cross-level longitudinal field investigations, which examine AI adop-

tion or aversion, would broaden the breadth of understanding of AI's

effects at work. To achieve this, we suggest following the recommen-

dations of Hoffman et al. (2019) and Mathieu and Chen (2011) by

carefully considering the: (a) level of theory (i.e., the focal entities to

which generalizations are intended to apply); (b) level of measurement

(i.e., the entities where data are collected); and (c) level of analysis

(i.e., the level at which data are analyzed). It is critical to make these

distinctions explicit, as Short et al. (2008) argue that clustering

employees based solely on conceptual and analytic convenience, such

as groups, organizations, or supervisors they report to, can compro-

mise the reliability of multilevel findings. Further, we suggest that

scholars account for multilevel temporal issues associated with multi-

level relationships in AI deployment. Workers' perceptions and atti-

tudes towards AI and subsequent individual-, group-, or

organizational-level outcomes are not static phenomena and will likely

change over time.

5 | IMPLICATIONS FOR PRACTICE

Our review has important practical implications, by showing how AI

can generate a range of opportunities and challenges across multiple

levels of analysis. The successful implementation of AI in the work-

place depends on a range of factors that influence how workers and

organizations respond to new technological developments. To support

effective deployment of AI systems and mitigate potential harms, we

offer several recommendations for employees and managers.
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5.1 | Individual level

Our findings show that employees can hold both positive and nega-

tive perceptions of AI systems, depending on the benefits and risks

associated with their implementation. To foster enthusiasm and inter-

est in AI systems among employees, managers can use positively

framed messages when introducing AI-related topics. Chuan et al.

(2019) suggest that when presented in this way, AI's benefits (e.g., for

improving work quality and well-being) are viewed with greater speci-

ficity. In addition, to navigate fast-paced technological changes, man-

agers must address employees' potentially negative anticipations of AI

use by providing resources such as on-site technology assistants and

instructional materials, and offering formal training to socialize

employees before and during implementation of AI systems (Makarius

et al., 2020).

5.2 | Group level

Empirical findings suggest that incorporating AI into business teams

can enhance productivity (Wilcox & Rosenberg, 2019). As such, man-

agers must carefully identify not only the types of tasks but also the

types of groups that are most likely to benefit from human–AI collab-

oration. In other words, it is crucial for managers to determine which

tasks are best suited to AI and which employees would benefit most

from working with AI systems. This is essential to foster relational

coordination and trust between employees and AI, while ensuring that

job functions remain streamlined. In addition to task types, managers

should consider group characteristics such as size, dynamics, and iden-

tity, which may influence the level of AI adoption and collaboration

(Parry et al., 2016).

5.3 | Organizational level

Our review underscores that successful AI implementation involves

bundling work practices and support mechanisms together, rather

than treating technology as a standalone solution. High performance

work systems, leader role modeling, and aligned HRM practices are

effective in facilitating workers' use of AI (Pemer, 2021; Suseno et al.,

2022). To encourage employees to use AI productively, organizations

must also empower them by providing opportunities to build confi-

dence and task mastery with AI systems. For instance, Chhillar and

Aguilera (2022) assert that the application of appropriate forms of

governance modalities (e.g., norms and laws) can harness AI decision

making across individuals and businesses. Encouraging interactions

between employees and AI that promote productivity and task enjoy-

ment can also be effective, such as Amazon's practice of allowing

warehouse employees to paint their collaborative robots to give them

personalities, thereby highlighting task and social interdependence

(Gonzalez, 2017). To promote AI acceptance, employees also need to

feel that their value and social status are higher than AI systems

(Kolbjørnsrud et al., 2017), making it important to consider the impact

of AI on employees' sense of job security and status. By implementing

AI systems in ways that complement and expand, rather than replace,

workers' knowledge and skills, organizations can help to reduce

anxiety and build employees' trust in the technology. Overall, success-

ful AI integration involves a comprehensive approach that considers

technological and human factors. By creating supportive work

environments and empowering employees, organizations can

unlock the full potential of AI systems while minimizing negative

consequences.

6 | CONCLUSION

As AI technologies continue to pervade organizations, their impact on

how workers navigate their tasks, roles, and social connections cannot

be understated. Our comprehensive review of empirical research into

AI workplace use provides valuable insights into the critical factors

that influence successful human–AI collaboration, perceptions of

human and algorithmic capabilities, employees' attitudes towards AI

and algorithmic management, and the impact of AI use on labor mar-

kets and skills. This research lays a crucial foundation for scholars and

leaders to effectively navigate the complex landscape of AI adoption

and create a balance between productivity and well-being benefits for

workers. It is imperative that organizations adopt effective implemen-

tation strategies that prioritize the needs of workers and promote a

collaborative work environment. Only then can we fully harness the

potential of AI to enhance work processes and ultimately improve the

lives of workers now and in the future.
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