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Abstract
In this paper, a generic pitch marks filtering algorithm (PMFA)
is introduced in order to achieve reliable and smooth pitch marks
from any input pitch tracking or marking algorithm. The proposed
PMFA is a simple yet effective filtering process based on restricted
dynamic programming, but very helpful for minimizing human
intervention when creating large speech corpora. Moreover, this
work introduces a novel pitch marking evaluation measure for di-
rectly comparing pitch marking algorithms with different location
criteria. The experiments demonstrate that the proposed PFMA
improves the results of the input state-of-the-art pitch tracking and
marking algorithms dramatically.
Index Terms: pitch marking, restriced dynamic programming,
gross error rate, PMA, PDA.

1. Introduction
Concatenative speech synthesizers are based on recorded speech
corpora. Creating well-formed speech corpora is, in general, a
time-consuming and laborious task [1], since human intervention
is still necessary [2]. The huge amount of data involved in unit-
selection speech corpora [3] makes highly recommendable con-
ducting the labelling process automatically [1, 2]. In this context,
the accuracy and reliability of the automatic labelling algorithms
becomes critical to achieve high synthetic speech quality [2, 3].

Pitch marking is one of the processes involved in the automatic
labelling of speech corpora. A pitch mark can be defined as the lo-
cation of a signal period in a voiced speech segment, thus, it labels
the fundamental periodicity of speech (see [4] for details). There
are several processes involved in text-to-speech (TTS) synthesis
where these marks play a key role [5, 6, 7, 8], e.g. locating concate-
nation points, pitch-synchronous prosodic labelling or signal mod-
ification, such as PSOLA, among other potential applications [9].
There are several well-known approaches for pitch tracking [4, 10]
(aka Pitch Detection —or Tracking— Algorithms, or PDAs) and
pitch marking [6, 9, 11] (aka Pitch Marking Algorithms or PMAs).
Most of them are based on speech signal analysis, while others uti-
lize its corresponding electroglottographic (EGG) signal. Anyhow,
achieving a robust estimation of pitch marks is a difficult task since
human speech is very diverse and only pseudo-stationary, i.e. the
signal is no perfectly periodic [4, 11].

In order to substantially enhance the accuracy and robustness
of current PMAs and towards simplifying the speech corpus build-
ing process, this paper introduces a pitch marks filtering algorithm
based on restricted dynamic programming that can be applied to
any PDA or PMA. Subsequently, due to the lack of an unified
evaluation measure for validating the performance of PMAs, a new
measure for evaluating pitch marking reliability is also introduced.
Finally, the proposal is evaluated on several objective experiments.
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2. Related work
pitch marks are located into the speech period according to

e characteristic property of the signal (i.e. local criterion),
as the maximum positive peak [5, 6] or the glottal closure

nt —estimated from the speech signal [12], the wavelet trans-
[13], or the EGG signal [9, 11]—, among others. Whatever

ocal criterion is, the pitch marks are to follow the fundamental
dicity of the speech signal [6].

However, locating the pitch marks just by considering the local
rion may lead to labelling errors [6, 7], e.g. at unit boundaries
, at sonority transitions [9], or on mixed sonority units, such
oiced fricatives, among others. Most of the current PDAs and

s resemble the methodology proposed in [14], which con-
of three steps: pre-processing, pitch candidate generation,

post-processing by, generally, dynamic programming (DP),
[6, 8, 9]. The post-processing step is devoted to resolve local
nsistencies according to a global criterion, i.e. a cost function
which usually takes into account: i) N candidate markers sat-
ng the local criterion (e.g. N = 2 [15], N = 3 [8, 12]), ii) the
e periodicity indicated by the PDA [7, 9, 15], and, sometimes,
he correlation between adjacent signal periods [7, 12, 14]. DP
en used to find the sequence of candidate pitch markers which
mizes the cost function, i.e. which optimally satisfies the con-
ncy requirements, yielding a fine pitch marks tuning.
In our opinion, these preceding approaches still present sev-
open issues. On one hand, the cost function requires a metic-
s adjustment, i.e. several parameters are to be empirically de-
ined (see [6, 7, 8, 9, 12]). And, on the other hand, PDA errors
dragged into the PMA, reducing its efficiency, mainly when

errors are present in the pitch track [6, 7]. In the following
on, we introduce a new pitch marking strategy, which faces
e weaknesses and yields reliable and smooth pitch marks.

3. Pitch Marks Filtering Algorithm
owing a previous work [16], we introduce a pitch marks filter-
lgorithm (PMFA), as a step further towards minimizing man-
nspection of results when developing speech corpora for TTS
hesis. However, the PMFA can be applied to any other task
ed to reliable pitch marking. The main goal of PMFA is filter-
he errors of the input pitch marks (mi(k)) in order to generate
iable (i.e. smooth) sequence of final marks (mf (k)), follow-
a predefined local criterion (see figure 1). PMFA is based on
icted dynamic programming (RDP), since the dynamic search

ited by a maximum frame-to-frame slope constraint (Smax)
7]. Furthermore, this algorithm can be applied to any PMA,
also to any PDA by introducing a simple PMA (sPMA in fig-
) —a similar idea to PMAs making use of any PDA [6, 7, 9].
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Figure 1: Block diagram of the pitch marking process from an
input signal x, incorporating the PMFA as a post-processing stage.

The PMFA generates the mf (k) (1 ≤ k ≤ K, where K de-
notes the total number of marks) after a two-phase process based
on RDP. Firstly, the input pitch errors are filtered and, secondly,
the pitch marks are located following the selected local criterion.

3.1. Filtering pitch errors

The first step of the PMFA is devoted to filter the errors of mi(k)
due to insertions, deletions or outliers (i.e. spurious pitch marks
or wrong F0 values). To that effect, the input pitch marks vector
is windowed (boxcar window) at constant frame rate, obtaining
T analysis frames with different number of marks per frame (e.g.
when using a 5ms window for a speech signal with an F0 range of
[50, 550] Hz, each frame will contain from 0 to 3 marks). These
analysis frames are subsequently used to estimate the signal peri-
odicity p per frame by means of algorithm (1).

P [i, j] := 0, ∀ 1 ≤ i ≤ (pmax − pmin + 1), 1 ≤ j ≤ T ;

j := 1;

while
(
(j ≤ T )&(2 ≤ k ≤ K)

)

∀mi(k) ∈ t

if(pmin ≤
(
mi(k) − mi(k − 1)

)
≤ pmax), then

P
[(

mi(k) − mi(k − 1)
)
− pmin + 1, j

]
:= 1;

end

t := t + 1;

end (1)

where P is a [(pmax − pmin + 1) × T ] binary matrix containing
non-null cells (P [i, j] = 1) at rows i corresponding to differences
between two consecutive pitch marks of frame j, i.e. the local
periodicity of row i is pmin + i − 1. Therefore, if the frame is
completely periodic, its corresponding column of P will only have
one non-null row, in contrast to frames with no clear periodicity,
containing several candidate rows (insertions or transitions) or be-
ing entirely null (deletions or unvoiced). The former rows will
be useful for disambiguating the latter, according to the context
information that this analysis introduces to the subsequent RDP
algorithm. Moreover, the outliers will be omitted thanks to the p

range constraint (pmin ≤ p ≤ pmax).
The RDP algorithm applied to the binary matrix P presents

two main particularities: i) the forward process is restricted by a
maximum frame-to-frame periodicity variation (Smax), in order
to control periodicity fluctuations across the trellis structure, and
ii) the backward process is conducted by an n-backtracking algo-
rithm, since there may be n cells yielding the same maximum ac-
cumulate metric due to the binary contents of P (i.e. binary cost).
The best path among the several candidates is then selected as the
path attaining the lowest global variation, i.e. the highest smooth-
ness of the pitch curve throughout the speech signal.

3.2.
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Locating pitch marks

e the periodicity of each frame is obtained by RDP (i.e. the
path on P), the next step is focused on locating the corre-
ding pitch marks throughout the speech signal. To that effect,
DP is applied for a second time, following the same scheme

ribed in [5], and hence, considering a larger Smax in order
just the marks at sample level. In this work, the maximum

tive peak is selected as the location criterion [5, 6]. However,
A allows any other placement criterion.

4. Evaluation measures
rder to analyze the performance of PDAs, there exists a well-

n evaluation measure called gross error rate (GER), which
putes as errors the estimated F0 values 20% higher or lower
the reference values (the so-called ground truth) [4, 10]. In

rast, there is no standard testing measure to evaluate the per-
ance of PMAs. For instance, [6] states that the PMA should
easured indirectly from the performance of its application,

e other works evaluate the quality of the PMA with respect to
erence set of marks (generally extracted from its correspond-
EGG signal), by direct comparison [15, 8], or by allowing a
ive difference margin [12, 13]. Anyhow, all these proposals
only be considered if the evaluated and the reference marks
w the same criterion for locating the marks. To deal with this
lem, [12, 18] propose to first align the marks before conduct-
he comparison. Nevertheless, the errors due to misalignments
lead to unreliable evaluation results.

In this paper, a new evaluation measure for validating and
paring the performance of PMAs with different locating crite-
introduced. To that effect, the relative periodicity differences

of consecutive pitch marks are considered instead of their spe-
location. If this difference is greater than a predefined thresh-
, that pitch mark is considered as erroneous. This measure is
d Gross Pitch Marks Error Rate (GPMER), and somehow can
efined as a fine GER (see equation 2), since GER only com-
s PDA performance at frame level. The reference pitch marks
e the comparison process across the signal, thus, the insertions
many marks) and deletions (no marks) are easily detected. To
d biasing the evaluation measure, both insertions and deletions
ust computed as one error.

GPMER(%) =
#

(
|p′

r
−pr|
pr

)
> γ

#pr

· 100 (2)

re p′

r is the evaluated local periodicity and pr is the corre-
ding reference value, the specific position of which guides the
parison process so as to deal with the different number of pitch
s compared —in this work, γ = 0.2, as in classic GER.

5. Experiments
following experiments are devoted to analyze the performance
e PMFA in terms of GER and GPMER (the unvoiced and

ed error rates are also included in the depicted results, due to
oicing estimation conducted by PMFA). The analysis is con-
ed on two databases. First, a Spanish speech corpus (DB1)
rded by a female professional speaker using three different
king styles (and, thus, different F0 ranges): happy (F0: μ =
z, σ = 89Hz), neutral (F0: μ = 167Hz, σ = 41Hz) and sen-

(F0: μ = 134Hz, σ = 26Hz) sampled at 16KHz with 16-bit
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resolution, as a unit selection TTS corpus. And second, the Keele
database [19] (DB2), which contains speech from 10 speakers (5
males and 5 females) sampled at 20KHz with 16-bit resolution, as
a well-known reference for evaluating PDAs [4, 9, 10]. DB1 pro-
vides pitch marks manually supervised and validated, while DB2
provides pitch values at 10ms frame rate. The duration of DB1
(2.5h) allows a much more reliable PMA evaluation (≈ 900K
marks are compared) with respect to previous works, e.g. with
databases ranging from 1 min [18] to 8.5 min [8]. Moreover, the
PMFA performance is compared to RAPT [14] (get f0 function
included in ESPS package [10]), YIN [4] and SHRp [10] as state-
of-the-art input PMA and PDAs. The sPMA of [5] is employed in
order to obtain the corresponding pitch marks for YIN and SHRp.
Finally, the considered F0 range for the following experiments is
[50, 550] Hz [10], windowing the input marks every 5 or 10ms.

5.1. PMFA results on a large database

The first experiment is devoted to analyze the PMFA performance
on DB1 with respect to i) different algorithm configurations (Smax

and windowing, according to the sampling frequency fs), and ii)
different speaking styles (not just neutral speech, as typically stud-
ied). Taking into account [5, 16], the PMFA Smax value for the
second pass of the RDP algorithm should be larger than the first
phase value. For instance, [5] guesses a Smax = {3, 4} (i.e. s34
in tables) for the first and second RDP stages, using a window of
40ms and fs = 8KHz, and [17] selects Smax = 2, with a 1ms

frame rate for its RDP search.
Table 1 summarizes the results attained by PMFA on DB1

throughout the conducted Smax sweep for two windowing anal-
ysis configurations. Both GER and GPMER subtables prove that
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A outperforms the baseline results, regardless the input PDA
MA, the windowing or Smax configurations —excluding ex-
e Smax values, such as s13— and despite the analyzed speak-

style. A more detailed examination concludes that 5ms anal-
configuration yields better results (s34 and s37, as Smax best
) than 10ms (s68 as Smax best pair) all through the table.
efore, the lower the windowing the higher the performance of
A, both in terms of GER and GPMER, despite incrementing
omputational cost —which is not excessively critical for TTS
ch corpus building. Moreover, in terms of speaking styles, the
est error rates after applying PMFA are obtained for the sen-
subcorpus, mainly due to presence of whispering, followed

he happy domain, as a result of its higher F0 mean value and
ation, and, finally, the lowest error rates are achieved on the
ral style. Nevertheless, the relative improvement achieved by
A for the sensual style is, in average, as good as the attained
he neutral style. Furthermore, notice that the best results are
ined when combining RAPT+PMFA. However, PMFA also
oves the results obtained by YIN and SHRp noticeably (e.g.
e of the highest relative reductions of both GER and GPMER
chieved when PMFA makes use of SHRp or YIN algorithms).

Validating the performance of the PMFA

second experiment is conducted to ensure the validity of previ-
results on the Keele database after resampling at 16KHz. The

values included in DB2 are thresholded —70Hz for male and
z for female speakers— to avoid the presence of incorrect

ence values [20]. However, in contrast to [20] —and other
s where only the clear voiced frames are considered for eval-
g the proposals (e.g. [4])—, these frames are not excluded
Table 1: GER and GPMER (both in %) on DB1, where sXY stands for Smax for the first (X) and second (Y) RDP stages. In italics, values
worse than the baseline inputs to the PMFA, and in boldface, the best result per sweep.

Measure GER (%) GPMER (%)

Method Happy Neutral Sensual Happy Neutral Sensual
Window length 5ms 10ms 5ms 10ms 5ms 10ms 5ms 10ms 5ms 10ms 5ms 10ms

RAPT 10.88 10.91 31.07 10.37 7.86 29.26
RAPT + PMFAs13 16.20 28.63 11.01 22.33 24.05 33.27 15.47 34.00 6.86 20.67 13.76 24.58
RAPT + PMFAs24 8.88 15.37 7.28 10.51 21.06 23.48 6.04 15.70 2.86 7.08 10.93 14.28
RAPT + PMFAs34 7.61 10.42 6.61 7.98 20.64 21.65 4.88 8.64 2.30 3.72 10.37 12.45
RAPT + PMFAs37 7.54 10.83 6.08 8.01 19.93 21.25 5.39 9.55 2.19 4.06 9.66 12.99
RAPT + PMFAs48 7.88 9.17 6.59 7.43 20.21 20.79 5.89 7.56 2.43 3.24 10.28 12.55
RAPT + PMFAs68 7.76 8.22 6.21 6.76 19.90 20.12 5.88 6.59 2.28 2.62 9.81 12.09
RAPT + PMFAs79 7.87 8.24 6.19 6.74 20.02 20.20 6.54 7.09 2.32 2.64 9.83 12.16

RAPT + PMFAs912 8.59 8.89 6.38 6.84 20.46 20.35 8.95 9.41 2.61 2.95 10.18 12.57
YIN 17.44 22.35 36.86 8.06 5.16 22.06

YIN + PMFAs13 16.82 28.59 12.10 24.37 23.18 32.79 16.73 34.88 8.09 22.38 13.97 24.00
YIN + PMFAs24 9.56 15.82 7.73 11.42 20.41 22.58 7.28 17.07 3.44 8.03 11.70 13.61
YIN + PMFAs34 8.43 11.16 7.14 8.39 20.26 21.03 6.21 10.04 2.87 4.41 11.36 12.05
YIN + PMFAs37 8.61 11.50 6.98 8.60 20.10 20.70 7.61 11.07 3.07 4.83 12.33 12.50
YIN + PMFAs48 8.68 10.06 7.06 7.70 20.09 20.23 7.80 9.25 3.14 3.75 12.28 12.13
YIN + PMFAs68 8.75 8.99 7.14 7.15 20.16 20.03 8.04 8.42 3.20 3.14 12.49 12.14
YIN + PMFAs79 8.87 9.06 7.13 7.19 20.35 20.03 8.71 8.95 3.30 3.23 12.72 12.33
YIN + PMFAs912 9.60 9.73 7.44 7.55 20.76 20.54 10.85 11.21 3.75 3.80 13.44 13.09

SHRp 22.45 25.16 38.85 12.25 8.86 25.55
SHRp + PMFAs13 18.28 31.87 12.94 24.98 25.11 35.24 16.72 36.28 8.28 22.92 15.97 27.34
SHRp + PFMAs24 9.49 16.87 8.64 12.02 23.09 24.47 5.96 16.62 4.00 8.17 14.79 15.48
SHRp + PMFAs34 8.28 11.30 8.02 9.09 23.11 22.97 4.69 8.83 3.46 4.63 14.98 14.20
SHRp + PMFAs37 8.87 11.71 8.15 9.17 23.82 23.11 6.68 9.86 4.04 5.12 16.88 14.92
SHRp + PMFAs48 8.67 9.62 8.02 8.20 23.30 22.93 6.48 7.58 3.93 4.13 16.10 15.07
SHRp + PMFAs68 8.85 8.58 8.16 7.83 23.69 22.77 6.91 6.43 4.10 3.71 16.74 15.14
SHRp + PMFAs79 9.21 8.73 8.32 7.86 24.04 22.89 7.91 7.13 4.33 3.80 17.35 15.44
SHRp + PMFAs912 10.37 9.73 8.91 8.35 24.91 23.76 10.76 9.74 5.09 4.46 18.47 16.78



from comparison. If the p value evaluated corresponding to these
frames is beyond the threshold, it will be considered as an error.
Hence, table 2 could differ from previous works that compute these
difficult frames in terms of voiced and unvoiced error rates [10].

The PMFAs34 with 5ms windowing configuration has been
applied to the baseline PMA and PDAs. As a result, a 75% and
a 57% of GER relative average reductions for female and male
speakers are achieved, respectively. Therefore, the baseline results
are dramatically improved by the PMFA. Again, the combination
RAPT+PMFA seems to be the best one (87% and 65% of relative
female and male GER improvements), however, YIN and SHRp +
PMFA also achieve very good results.

Table 2: GER (%) results on DB2 for male (M1-M5) and female
(F1-F5) speakers.

Method M1 M2 M3 M4 M5 Mean

RAPT 22.93 17.42 4.72 14.29 8.33 13.54
+PMFAs34 12.28 5.15 0.89 2.47 3.10 4.78

YIN 12.02 17.47 1.85 7.62 6.89 9.17
+PMFAs34 11.72 4.48 0.89 2.60 6.19 5.18

SHRp 29.30 21.29 16.91 24.97 25.37 23.57
+PMFAs34 13.94 7.65 2.33 7.17 12.67 8.75

Method F1 F2 F3 F4 F5 Mean

RAPT 6.62 4.29 5.44 7.68 2.01 5.21
PMFAs34 0.61 0.43 0.20 0.93 0.44 0.52

YIN 3.72 1.07 1.88 4.21 0.38 2.25
PMFAs34 1.69 0.54 0.47 1.40 0.27 0.87

SHRp 10.85 6.53 10.56 20.71 8.15 11.36
PMFAs34 0.88 0.86 0.95 4.38 1.14 1.64

6. Discussion and conclusions
In this paper, a generic pitch marks filtering algorithm (PMFA)
based on restricted dynamic programming (RDP) has been intro-
duced. PMFA can be applied to any PDA or PMA to achieve re-
liable and smooth pitch marks. The experiments have shown that
PMFA outperforms the input algorithms for practically any con-
figuration and speaking style. However, 5ms windowing plus s34
RDP configuration has yielded the best results when RAPT was
used as the input PMA (fs = 16KHz). Moreover, s68 has been
the best Smax pair for 10ms windowing, due to half frame rate.

Furthermore, a new measure for evaluating PMAs inspired on
GER, called GPMER, has also been introduced for comparing the
performance of different PMAs, despite their criterion for locat-
ing pitch marks. Notice that the lower absolute values of GMPER
with respect to GER are due to the larger number of comparisons
(every two pitch marks vs. every frame). GPMER has been de-
fined as a fine GER, since, for instance, GPMER avoids missing
erroneous frames, e.g. containing an over-marked segment plus
an under-marked segment (a transition sonority frame) that yields
an average periodicity value close to the reference. Moreover, the
pattern attained by GPMER on DB1 for the baseline algorithms
(Neutral < Happy < Sensual) is better correlated with actual re-
sults than GER according to the different levels of difficulty.

Finally, note that one of the main strengths of this approach is
its simplicity. PMFA i) does not use any complex cost function —
just Smax values have to be tuned—, ii) filters PDA or PMA errors
using a simple binary voting scheme, and iii) makes no attempt to
discriminate speech sonority —unvoiced periods become smooth
transitions between voiced neighbours [5]. Nevertheless, there is
room for further research towards improving PMFA performance
on speaking styles involving complex pitch marking.
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