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Abstract

In this paper we present a speech synthesis method for diphone-
based text-to-speech systems. Its main goal is to achieve
prosodic modifications that result in more natural-sounding syn-
thetic speech. This improvement is especially useful for emo-
tional speech synthesis, which requires high-quality prosodic
modification. We present a hybrid method based on TD-PSOLA
and the harmonic plus noise model, which incorporates a novel
method to jointly modify pitch and time-scale. Preliminary re-
sults show an improvement in the synthetic speech quality when
high pitch modification is required.

1. Introduction
A text-to-speech (TTS) system converts an input text into a
speech signal simulating the human text read by a machine.

Most TTS systems are composed of two modules [1]: a)
The natural language processing (NLP) module that converts
the input text into a sequence of phonemes with their asso-
ciated prosodic information (energy, duration and pitch, typi-
cally). This task requires different sub-modules depending on
the language. Text pre-processing, accentuation, syllabic de-
composition, phonetic transcription, morphologic and syntac-
tic analysis are necessary to generate the phonetic and prosodic
information properly. b) The digital signal processing (DSP)
module synthesizes speech from the information generated by
the NLP module. Basically, synthesis methods can be classified
in rule-based synthesis or synthesis by unit concatenation.

The quality of a TTS system can be measured in terms of
the intelligibility and the naturalness of the synthetic speech.
Nowadays, the intelligibility rate of the majority of systems
is very high; however, there are a lot of potential applications
that would require better naturalness. A bad modeling and/or
modification of the prosody may cause lack of naturalness. The
prosody automation is a complex task because it involves infor-
mation related to the speaker and linguistics. Firstly, prosody
depends on the emotional state, the age, the gender or the geo-
graphical origin of the speaker. Secondly, it depends on the sen-
tence type (declarative, interrogative, imperative or exclama-
tive) and its syntactic structure. Therefore, the prosodic mod-
ification is a critical aspect of the speech synthesis systems.

The main contribution of this work is the development of
a new technique to achieve good prosodic modification when
synthesizing emotional speech. This paper explains the DSP
module of our Catalan and Castilian Spanish TTS systems.
This method, based on the Pitch Synchronous Overlap and Add
(PSOLA) [2] improves the prosodic modification by means of
a harmonic plus noise parameterization [3] and a novel method
to modify time-scale.
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2. Related Work
concatenative speech synthesis framework, TD-PSOLA
d similar methods have been the most used techniques
erate synthetic speech. These methods perform a pitch-
ronous analysis and synthesis of speech. Pitch and
scale modifications [4] are carried out by means of non-
etric techniques that achieve good performance with a

low computational cost. However, it has some drawbacks
ave been analyzed in different works such as [5], [6],
hese and other authors propose methods to overcome TD-
A problems. In [8], Y. Stylianou presents the application

rmonic plus noise models (HNM) to TTS synthesis. This
eterization is based on the decomposition of the speech
harmonic component plus a noise component (see equa-

1)). Voiced speech is formed by a harmonic part plus a
part, while unvoiced speech is only formed by the noise
onent.
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armonic part (equation (2)) is a finite sum of harmonic
ls of the fundamental frequency, which models the quasi-
dic part of the speech. The complex amplitude of every
onic signal is calculated to match as closely as possible the
al signal. These time-varying vectors of complex ampli-
represent the voiced spectrum of the speech. The number
monics is also time-varying and it will be another param-
f the model.
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he noise part models the non-periodic component of the
h such as the friction noise and the unvoiced sounds. This
s obtained from (1) and it can be parameterized following
ent techniques. For instance, in HNM1 [8], an AR model
d to estimate this spectral band.
igure 1 shows the spectrum of a vowel divided in two

that are separated by the maximum voiced frequency
). The spectral band below the MVF contains the har-

c part and the spectrum above the MVF represents the ma-
ntribution of the noise component.

3. Our Concatenative TTS System
The Speech Corpus

peech corpus recording, labeling and parameterization are
al tasks related to the synthetic speech quality. Our speech
s is composed of diphones and triphones. We have chosen
ones for Catalan that would generate 1369 combinations
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Figure 1: Voiced speech spectrum

of pairs, but not all can be pronounced in Catalan. In order
to cover this phonetic content, we have chosen 895 diphones
and two types of triphones. The first type is [C + /r/,/l/,/w/ +
V] and it is necessary due to the short duration of the liquid
consonant and the apparition of a short vowel when the liquid
consonant is /r/. The second type is [V + /r/ + C] also including
this short vowel after /r/. So, the speech corpus includes 312
triphones, making a total of 1207 units. The number of units of
the Spanish Corpus is reduced to 698 units (488 diphones and
210 triphones) due to the fact that Spanish has only five vowels,
while Catalan has eight. Each unit was inserted into a carrier
sentence to be recorded at near-constant pitch by a professional
speaker.

Next, a semi-automatic segmentation process was carried
out using Hidden Markov Models. In our approach, the full
phones are saved in the units. Also, every phone is labeled
with five segmentation marks: the beginning and the end of the
phone, and the beginning, the center and the end of the stable
part. As we can see below, the stable part is used to modify
the duration of the phone and the center of the stable part is
used to concatenate units. It is important to note that there are
some phones that require an accurate process of segmentation
(unvoiced plosives, the phoneme /R/, triphones and silents).

Furthermore, our synthesis system uses phonetic informa-
tion to choose the optimal concatenation point of the two units
needed to synthesize a phoneme. This phonetic information
consists of the type of phoneme (vowel, semivowel, consonant
or semi-consonant), the place and the manner of articulation,
and the sonority (voiced or unvoiced). Sonority is necessary
due to different synthesis techniques are applied to voiced and
unvoiced speech.

3.1.1. Pitch Synchronous Analysis

The units of the speech corpus have been pitch-synchronously
analyzed. Therefore, a process for automatically marking pitch
pulse locations is used. The implemented algorithm obtains the
pitch marks by means of dynamic programming applied to the
energy contour of the signal [9]. These marks are placed along
the whole signal without any voiced/unvoiced decision.

3.1.2. Voiced/unvoiced decision

Our system does not need an automatic voiced/unvoiced deci-
sion because this information is included in the phonetic infor-
mation mentioned above.
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ve defined a Maximum Voiced Frequency (MVF) for each
hone which is calculated from its stable part. Therefore,
are two MVF values for diphones and three for triphones.
he computation of the MVF for every speech frame is
on the Multiband Excitation (MBE) model [10]. The

time spectrum of the analyzed frame is divided into mul-
bands, which are centered in the harmonics of the fun-
ntal frequency (��) with a �� bandwith. Every band is
fied as voiced or unvoiced. The MVF is obtained from the
band sonority after some post-processing steps. Firstly, the
hing process is limited to a range of frequencies: ���� �
� ��	
. Secondly, the multiband information is ex-
d on the frequency domain, taking into account the cor-
nding bandwidth of the harmonics. Finally, the MVF is
ed to the initial frequency of the first unvoiced band of
���	� bandwidth, excluding spurious bands. After several
iments, we have adjusted � � �, ���� � �����	 and
� 	����	. Figure 2 depicts an example of the MVF

utation result.
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e 2: Example of the MVF superimposed on the binary
d information of a speech frame in the frequency domain.

Harmonic Component Calculation

calculation of the amplitudes and phases of the harmonic
onent, we suppose that both of them are constant for each
sis frame, just like the pitch period and the MVF. We have
yed the discrete version of the equation (3), where the
tude �� is complex, and therefore, it contains informa-
bout the magnitude and the phase of the corresponding

onic.
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 is the number of harmonics, �� is the complex am-
e of the harmonic � and it verifies ��� � ��

�. The cal-
on of these complex amplitudes is obtained minimizing
ghted time-domain least-squares criterion with respect to
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��� represents the Hanning window and � is the clos-
teger to the local pitch period. It is important to empha-
hat the analysis window is centered in the analysis time
t ��	 and the length of the window is � � �� � 
. ��

imated by resolving an over-determined system of linear
ions [3].

conclusion, the parameters of the harmonic part are the
mental frequency, the MVF, and 2L+1 complex ampli-
��.
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Figure 3: Example of the pitch interpolation between
phonemes.

3.1.5. Noise Component

The noise part ���� of equation (1) is calculated as the differ-
ence between the speech signal and the harmonic component
for voiced speech frames. For unvoiced speech, it is the orig-
inal speech waveform. In our first approach, we have not pa-
rameterized this component and it is saved in wave format for
each unit. Currently, we are working on the parameterisation of
this component in order to compress the speech database and
improve the speech synthesis.

3.2. Speech Synthesis

This section describes the speech synthesis process, starting
from the information generated by the prosodic module. The
main goal of this process is to achieve a good quality for the
synthetic speech, matching as far as possible the prosodic infor-
mation.

3.2.1. Unit selection from the database

The presented TTS system is based on diphones and triphones
as basic synthesis units. The unit selection system generates
the sequence of units to be synthesized from the phoneme tran-
scription of the text. Currently, this module first searches for the
largest units (triphones) from left to right, and secondly, it tries
to find a shorter unit (diphone). However, this method could
also be used in a variable-length unit selection system.

3.2.2. Pitch and duration target

The prosodic module generates a pitch value in Hz and a dura-
tion value in milliseconds (ms) for every phoneme to synthesize.
These values are closely connected because the adjustment of
one of them has an effect on the other. For instance, the number
of frames to a given duration will depend on the desired pitch.
Therefore, we generate a set of synthesis pitch marks that takes
into account the final pitch and duration of every phoneme. The
obtained duration is not exactly the desired one (in ms), because
the number of frames is an integer and these values will rarely
coincide.

Moreover, it is necessary to interpolate the pitch between
the current phone and its contextual phones in order to avoid
sharp transitions of the pitch. Figure 3 shows the interpolation
scheme used to generate the final pitch marks.

Finally, the whole speech wave is generated by means of
overlap and add (OLA) of the synthesized frames centered in
the synthesis pitch marks. The synthesis process and the frame
conversion to adjust the duration are described in detail below.
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Figure 4: Pseudo-hanning window.

Voiced frame synthesis

d frames have been separated into the harmonic compo-
and the noise component in the analysis process. Now,
ed to rebuild these frames, but with a different fundamen-
quency, � �
 (equation (5)). Therefore, it is necessary to
ulate the complex amplitudes, ��� of the new harmonics
ut modifying the spectral envelope of the sound. These
mplitudes are estimated by means of an interpolation of
o adjacent original harmonics. The length of the frame is
fference between the adjacent synthesis pitch marks.
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ext, we add the noise part weighted by a hanning window
s centered in the synthesis pitch mark. This process is
ted for every frame of both units involved in the phoneme
ation.

Unvoiced frame synthesis

concatenative speech synthesizers divide unvoiced speech
egular frames (typically 10 ms). The increase of the du-
by repetition of frames may cause the sound to become

d. In order to avoid this undesirable effect, we generate
ced phones from only two frames. The left frame joints
ansition part with the stable part that has been enlarged or
ed depending on the required duration. The right frame is
rly built. Both frames are weighted by a pseudo-hanning
w (see Figure 4) to perform the overlap and add process.
nlargement of the stable part is achieved by means of the
tion of mirrored copies of the original samples. To reduce
ration, samples of the stable part are eliminated [11].

Unit concatenation

modification is ready once the synthesis instants have been
lated and the frames are synthesized. It is only necessary
ust the number of frames that matches the final duration.
epetition or elimination of frames to increase or decrease
uration of a phoneme tends to cause a lack of natural-
in the synthesized speech. In order to minimize this ef-
he number of frames is converted by means of the method
ibed in [11]. To convert N frames to M frames, with N
r, less or equal to M, a NxM matrix of transformation co-

ents is generated. The coefficient ��� determines the ratio
�� frame to the �� frame (see Figure 5). This kind of

ormation is only carried out in the stable part, and, there-
we distinguish between fixed part and variable part. The

process to match the desired duration of a phoneme is
n in figure 6.
inally, the synthetic speech signal is generated by means
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Figure 5: Conversion of N frames into M.
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Figure 6: Process to synthesize a phoneme with the required
number of phonemes.

of the PSOLA of all the final frames centered in their corre-
sponding synthesis pitch marks.

4. Experiment
We have tested the system with and without the HNM module,
to compare the obtained results. First, a copy-synthesis experi-
ment is carried out over a set of nine sentences with their pho-
netic and prosodic information extracted from a television doc-
umental. Informal tests show no significant differences among
results due to the input prosodic target does not include consid-
erable variations of pitch.

In a second experiment, the input is a set of three sentences
with prosodic information corresponding to four basic emotions
(joy, fear, anger, and sadness). In [12], these 12 utterances were
performed by means of our PSOLA-based TTS system. These
have now been tested with the system proposed in this paper and
there is a noticeable improvement when high pitch variability is
required (i.e anger).

5. Conclusion
In this paper we present a concatenative speech synthesis sys-
tem oriented to improve pitch and time-scale modification that
is required in text-to-speech synthesis. Both speech analy-
sis and synthesis are pitch-synchronous, and moreover, speech
frames are parameterized using a harmonic plus noise decompo-
sition. The final frames that constitute a synthesized phoneme
are calculated through a novel method which establishes a fixed
part and a variable part of the units. The fixed part is formed
by the frames from the transition to the adjacent phoneme and
the variable part is the stable segment of the phoneme. The
time-scale modification is achieved by a linear combinations of
all original frames of the stable part joined with the transition
part. On the other hand, pitch modification involves two steps.
Firstly, the synthesis instants are calculated and, secondly, the
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armonic complex amplitudes are estimated from the orig-
nes. This parameterized version of TD-PSOLA achieves
pitch modification. In addition, the speech corpus pro-
g and the synthesis process have been summarized.
his synthesis method has been tested with our Catalan and
sh concatenative TTS systems, and preliminary results
an improvement with regard to the PSOLA implemen-
. The following steps are the smoothing of inter-frame
lex amplitudes and the parameterization of the noise part.
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