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Abstract— Human life expectancy has steadily grown over the last
century, which has driven governments and institutions to increase
the efforts on caring about the eldest segment of the population.
Although this concern was initially addressed by building larger
hospitals and retirement homes, these facilities have been rapidly
overfilled and their associated maintenance costs are becoming far
prohibitive. Therefore, modern trends attempt to take advantage
of latest advances in technology and communications to remotely
monitor those people with special needs at their own home, which
boosts their life quality and has very few impact on their social lives.
Nonetheless, this approach still requires a considerable amount of
qualified medical personnel to track every patient at any time. The
purpose of this paper is to present a social robot for assisted living
that tracks patients status by automatically identifying and analyzing
the acoustic events happening in a house. Specifically, we have
taken benefit of the amazing capabilities of a Raspberry Pi together
with a Nao robot to collect data inside a house and send it in
realtime to the medical center. Conducted experiments verify the
feasibility of our approach and open new research directions in this
domain.

Keywords— Assisted living, human robot interaction, social robots,
remote therapy, audio recognition

1. INTRODUCTION

Increasing the average human life expectancy is one of the
greatest achievements of modern society [1]. This opens sev-
eral challenges for the public (and private) health community
since the number of patients to take care of has also raised
accordingly. Additionally, the way of how those people who
need special care are attended is changing significantly. In
fact, despite the latest efforts of governments and institutions
on building bigger and more modern medical facilities, they
rapidly get overfilled due to the ever-raising number of
people they have to serve. Nowadays, it is intended that
the elderly stay at home for two reasons: on one hand, it
is better for their health, while not suffering from severe
deteriorations, and on the other hand, is much cheaper to
health services.

Thankfully, technology can contribute to address this
problem by enabling medic staff to monitor (and attend)
patients when they are at home (also referred to as ambient
assisted living [2]), which reduces the personnel costs and
enhances their social interactions. From a general point of
view, ambient assisted living consists of mining the preferred
living environment of patients with intelligent devices able
to track their status to improve their life quality. Nowadays,
there are several social iniciatives to put robots to elderly
people homes not only to cover certain routine tasks, but

also with chatbot applications, to accompany them, to help
them remember to take the tablets and also to make them use
interactive games that help to keep their cognitive abilities.

This work further exploits the concept of social robots
in ambient assisted living and presents an application, con-
sisting of a hardware and a software, that infers the in-
home context of a house using sound data. This platform
is composed of a Raspberry Pi to work with any standard
robot. Specifically, the Raspberry Pi acoustically analyzes
all the sounds happening inside the patient’s home using
machine learning and data mining techniques. When the
system determines that an event corresponds to an emergency
(e.g., scream, silence for long periods of time, someone
falling down) the robot itself activates an alarm. The social
robot is also used to obtain information about what has
happened in the tests, record it, and send it together with
the activated alarm to the cloud to be evaluated. It is worth
mentioning that this application has been designed in such a
way that it is independent form the social robot used in the
tests.

The remainder of this extended abstract is organized as
follows. Section 2 reviews the related work on environmental
sound recognition. Section 3 discusses the basics of the
human robot interaction used. Section 4 elaborates on the
technical details of the proposed platform. Section 5 dis-
cusses future work directions and concludes the paper.

2. RELATED WORK

Environmental sound recognition is a hot topic today
for several applications [3]; from bird sound detection to
surveillance applications, several approaches can be found in
literature to extract the features from the sound, and classify
the source of the noise with previous training with a corpus.

One of the most popular applications nowadays of audio
event recognition is its use in the smart home [4], especially
when developing the system with the disabled people needs
in mind. The challenges around the design of a health smart
home [2] based on audio event classification: i) the degree
of dependency of the disabled person, ii) the quality of life
improval by means of automatization of processes and finally
iii) the distress situations recognition and the activation of
the preasigned protocols. In this paper we only adress the
third of the challenges, despite in the literature [5] several
solutions are given for all the others.



Fig. 1. Block diagram of the software modules that compose the proposed
social robot for ambient assisted living

Interest in detecting in-home sounds was alive from the
beginning of this technology; in 2005, Chen [6] was moni-
toring the bathroom activity only from the sound information.
Afterwards, with research not detailed in this work, robust
environment sound recognition motors were designed in
2008 [7]. Even audio scenes were classified evolving the
same type of technology [8]. Finally, several works can be
found about audio study in a smarthome to help doctors the
early diagnose of dementia diseases for the elder [9].

3. HUMAN ROBOT INTERACTION

Interaction between humans and robots applied is currently
being used to fight loneliness in elderly people aging at
home [10]. It is an instrument that can accompany them in
routine daily tasks such as giving greetings in the morning,
informing them of what is the weather like or reminding
them to take the medication. In this regard, if there is no
response in the proactive robot interaction, we get the first
indicator of potential health problems. If we add the benefits
of active listening of what happens at home, the patient’s
condition can be related with the acoustic context, and then
activate the previously established protocol if necessary. In
this regard, we have used Wilma, a Nao robot brought from
the USA that La Salle R&D has at its disposal. It allows us to
collect all the information about what happened at home and
activate the alarms accordingly (e.g., when a fall is detected,
the protocol is to first ask the person if everything is ok).

4. SYSTEM ARCHITECTURE

The social robot works with a Raspberry Pi model 3 which
has wi-fi connectivity and an ARM quad-core architecture
very suitable to conduct audio processing. We have con-
nected a microphone to the Raspberry and programmed a
data miming architecture to process audio data (see Fig. 1).
Its behavior is detailed as follows.

First, the system splits the audio sample in subsamples of
20 ms. and extracts the relevant audio features for each sub-
sample. One of the most used feature extraction algorithms
in automatic sound recognition is Mel/Frequency Cepstal
Coefficients [11]. Despite in literature they are widely used in
speech technologies, most of the audio recognition systems

settle the use of these coefficients as baseline in terms of
feature extraction [12]. When all features are extracted, a
k-Nearest Neighbors (kNN) system is run [13].

Next, we apply the bag of words technique to obtain a
fixed size vector for each sample. Each component of the
vector corresponds to the number of audio subsamples that
match a cluster of the kNN. With this information, a Support
Vector Machine is trained. We have built a training dataset
composed by 2850 audio samples lasting a total number of
20 hours. On the test stage, this system is able to recognize
the following events with an overall accuracy of 73%:
someone falling down, steps, slice, screaming, rain, printer,
people talking, frying food, filling water, door knocking, dog
bark, car horn, glass breaking, baby crying, water boiling.

5. CONCLUSIONS

Preliminary results of our paper encourages us to keep on
working on the human robot interaction and studying the
information we obtain from the tests. This will conduct us
to improve the definition of the protocols and the potential
feedback that the robot can give to the elderly.
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